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ABSTRACT

Background: Volumetric analysis of brain structures from structural Mag-

netic Resonance (MR) images advances the understanding of the brain by providing

means to study brain morphometric changes quantitatively along aging, development,

and disease status. Due to the recent increased emphasis on large-scale multicenter

brain MR study design, the demand for an automated brain MRI processing tool has

increased as well. This dissertation describes an automatic segmentation framework

for brain subcortical structures that is robust for a wide variety of MR data.

Method: The proposed segmentation framework, BRAINSCut, is an inte-

gration of robust data standardization techniques and machine-learning approaches.

First, a robust multi-modal pre-processing tool for automated registration, bias cor-

rection, and tissue classification, has been implemented for large-scale heterogeneous

multi-site longitudinal MR data analysis. The segmentation framework was then

constructed to achieve robustness for large-scale data via the following comparative

experiments: 1) Find the best machine-learning algorithm among several available

approaches in the field. 2) Find an efficient intensity normalization technique for the

proposed region-specific localized normalization with a choice of robust statistics. 3)

Find high quality features that best characterize the MR brain subcortical structures.

Our tool is built upon 32 handpicked multi-modal muticenter MR images with man-

ual traces of six subcortical structures (nucleus accumben, caudate nucleus, globus

pallidus, putamen, thalamus, and hippocampus) from three experts.
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A fundamental task associated with brain MR image segmentation for re-

search and clinical trials is the validation of segmentation accuracy. This dissertation

evaluated the proposed segmentation framework in terms of validity and reliability.

Three groups of data were employed for the various evaluation aspects: 1) traveling

human phantom data for the multicenter reliability, 2) a set of repeated scans for

the measurement stability across various disease statuses, and 3) a large-scale data

from Huntington’s disease (HD) study for software robustness as well as segmentation

accuracy.

Result: Segmentation accuracy of six subcortical structures was improved

with 1) the bias-corrected inputs, 2) the two region-specific intensity normalization

strategies and 3) the random forest machine-learning algorithm with the selected

feature-enhanced image. The analysis of traveling human phantom data showed no

center-specific bias in volume measurements from BRAINSCut. The repeated mea-

sure reliability of the most of structures also displayed no specific association to

disease progression except for caudate nucleus from the group of high risk for HD.

The constructed segmentation framework was successfully applied on multicenter MR

data from PREDICT-HD [127] study (< 10% failure rate over 3000 scan sessions pro-

cessed).

Conclusion: Random-forest based segmentation method is effective and

robust to large-scale multicenter data variation, especially with a proper choice of

the intensity normalization techniques. Benefits of proper normalization approaches

are more apparent compared to the custom set of feature-enhanced images for the
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accuracy and robustness of the segmentation tool. BRAINSCut effectively produced

subcortical volumetric measurements that are robust to center and disease status with

validity confirmed by human experts and low failure rate from large-scale multicenter

MR data. Sample size estimation, which is crutial for designing efficient clinical and

research trials, is provided based on our experiments for six subcortical structures.
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CHAPTER 1
BACKGROUND AND SIGNIFICANCE

Neuroimaging studies have become increasingly used to improve neuroanatom-

ical knowledge. This chapter initiates a discussion about the importance of volumetric

studies from brain magnetic resonance images (MRI) in conjunction with in-vivo re-

search and clinical trials. The structural-MRI has long been used to reveal a relation

between subcortical volumes and disease progression. Due to the recent increased em-

phasis on large-scale multicenter brain MR study design, the demand for an effective

automated segmentation tool has been increased as well. We reviewed fundamental

bases for automated segmentation tools especially for large scale data collected at

different sites including literature in the field, theoretical background, and previous

works with in-depth discussion.

1.1 Introduction

Robust and precise delineation of subcortical regions from large-scale multicen-

ter brain structural MRI effectively increases knowledge of brain volumetric changes

along aging, development, or disease status. A rich set of MRI-based soft tissue

information provides opportunities for neuroanatomic projects detecting subtle mor-

phological changes along disease progression quantitatively [139]. With those ad-

vanced MRI techniques, it is now well-known that trajectories of neuroanatomical

morphology in normal aging differ from neurological diseases such as schizophrenia,

Alzheimer’s disease, autism, Huntington’s disease (HD), and others [153, 66, 163,



www.manaraa.com

2

10, 43, 11, 113, 40, 9, 115, 52, 107, 149, 114, 45, 12, 108, 13]. Recently, the emphasis

on data-sharing and translational research for clinical trials has lead to the collec-

tion of multiple large-scale, multicenter, and longitudinal medical imaging data sets

[127, 161]. Processing such data with an efficient and reliable delineation method is

critical to expand our understanding of the brain along with clinical trials.

Difficulties, however, exist in conducting robust quantitative assessments on

large-scale multicenter MRI data. While manual tracing remains common practice for

anatomical delineation, manual solutions are limited by the high cost of manual labor

and low intra- and inter-rater consistency. This is especially true when it comes to

large-scale longitudinal multicenter studies, where a manual approach presents major

issues to an efficient quantitative MRI analysis. While longitudinal multicenter study

design allows us to have valuable data for populations of interests (especially in rare

diseases), processing such data remains a great challenge.

Several automated tools have been developed [14] to address these drawbacks

to manual tracing. These tools, however, are also limited by multiple challenges.

The first challenge involves the limitation of automated segmentation tools to handle

large data variation, especially given that prior information is limited. An example

of this is that human experts are able to delineate MRIs with dynamic inference

based on empirical knowledge and pre-attained information from biology, physiology,

neurology, and anatomy. However, the automated computer algorithm is constrained

by restricted static information – usually voxel intensity and location. The second

main challenge is associated to the fact that an automated method is not generalizable
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compared to its level of human experts therefore providing consistent information to

the algorithm is crucial. However intra-scan intensity inhomogeneity, one of the

inevitable obstacles when using MRI, poses a primary challenge for providing full

knowledge with strong consistency for the successful automated segmentation. Third,

for large-scale multicenter MRI data, the intensity profile variability is even further

heterogeneous compared to the intensity profile from traditional single site studies.

These multicenter variations arise from diversities in manufacturers, protocol, and

field strengths of MR scanners. Fourth, time and computation resources are often

limited to test and apply against large-scale data, especially when multiple iterations

are required between testing and development. Due to these four main challenges,

extracting reliable volumetric information from MRIs is still an open research area.

There have been few attempts to develop an automated framework for process-

ing large-scale multicenter MR data. Among the various available methodologies, the

machine-learning based segmentation algorithm is attractive since generalizable and

robust techniques for scalable data analysis is provided. Unfortunately, there is little

research that provides a broad and conclusive study showing the relative benefits of

each of the components in the cumulative framework.

This work unifies multiple image processing methods under a common seg-

mentation framework using appropriate criteria. In this chapter, we provide a review

on the relative literature including subcortical segmentation and associated pipeline

methods in the field (Section 1.2), a basis of this study with regard to structural

MRI principles in clinical research (Section 1.2.2), related challenges (Section 1.3),
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and preliminary works with in depth discussion (Section 1.6).

1.2 Literature Review

This section reviews the established works that are highly related to our au-

tomated segmentation framework development. We review the studies about the

subcortical regions from brain MRI in chronological order (Section 1.2.1) 1, which

includes also large-scale MRI data analysis (Section 1.2.1.2). Note that the scope

of this review is limited to MRI data analysis that is most relevant to large-scale

multicenter neuroimaging studies.

1.2.1 Subcortical Volumetry Study

The relation between subcortical volumetry, obtained from structural-MRI,

and neuronal disease has been studied extensively over the last two decades, yet there

continues to be an active and productive community contributing enhancements.

One of the early studies of the subcortical regions from MR images was initi-

ated by proposing manual protocols for hippocampus and amygdala volumes from 11

healthy adults [171]. Later, manual volumetric measurements in computerized sys-

tems were obtained from 15 patients with mild Huntington’s disease and 19 age- and

gender-matched control subjects. The conclusion was that putamen is a more sensitive

indicator of brain abnormalities in mild HD than measures of caudate atrophy [66].

The study [153] also confirmed that subcortical atrophy is significantly correlated

1This review literature is searched from PubMed library (http://www.ncbi.nlm.nih.
gov/pubmed/) by using keyword of ‘subcortical segmentation’ and excluded for animal stud-
ies, lesion segmentation studies, and functional MRI studies.



www.manaraa.com

5

with specific cognitive deficits in HD, and demonstrated that cortical atrophy also

has an important association with the cognitive deficits of patients with Huntington’s

disease. Atrophy in hippocampal and cortical area in subcortical ischemic vascular

dementia (SIVD) [46] and different annual rate of hippocampus atrophy [22] were

also studied using brain MRIs.

Along with these projects, a large number of subcortical volumetric studies

have been introduced in the field. The next two sections review the automated

segmentation and subcortical volumetric study (Chapter 1.2.1.1) and the sub-category

that are specific to the large-scale study in the last decade (Chapter 1.2.1.2)

1.2.1.1 Automated Segmentation and Subcorti-

cal Volumetric Study

Over the past decade, questions have been raised regarding subcortical volume

characteristics, especially along the aging or disease progression. Such diseases of in-

terest often include neurodegenerative diseases (i.e., Alzheimer, Parkinsons disease,

and Huntingtons disease), as well as other neuronal diseases (i.e., Schizophrenia, mul-

tiple sclerosis, Downs syndrome) (See Table 1.1). In early studies (∼2009), researchers

primarily focused on the development and validation of automatic subcortical segmen-

tation methodologies. Encouraged by those methodology accomplishments, subcorti-

cal volumetric analysis between different populations came along (∼2010). Recently

(2011∼2013), researchers have focused their attention on larger sample studies, i.e.

n > 100, to increase power of the comparative study and its findings.
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As shown in Table 1.1, subcortical brain structures often investigated inde-

pendently or together by biological clusters, i.e., subcortical or striatal volume as

shown in Figure 1.1. In either cases, the most common findings are the volumetric

differences between disease and normal healthy control populations, i.e., lower or a

decrease in subcortical volumes in comparison to normal healthy controls. In con-

trast, there were a number of studies that reported no significant differences between

disease and normal populations [79, 23, 154, 59, 55, 158, 167].

subcortical

thalamus

hippocampus

amygdala

basal ganglia

striatum
putamen

caudate

globus pallidum

nucleus accumben

Figure 1.1: Subcortical structure of hierarchical definition. Subcortical structure often
includes seven main structures of 1) nucleus accumben (magenta), 2) globus pallidum
(orange), 3) caudate (blue), 4) putamen (green), 5) amygdala, 6) hippocampus (pur-
ple), and 7) thalamus (avocado green). In this study, we focuses on the segmentation
tool development for all the subcortical structures but amygdala.
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1.2.1.2 Scalable MRI Data Analysis Study

Here we review a few studies that were applied on relatively large-scale MRI

data set, which shows the recent study trend of research scale. The study by Zijdenbos

et al. [182] applied an automatic pipeline on a number of large-scale multi-center study

data (n > 1000 scans ) for studying multiple sclerosis. Another multicenter study (n

= 103) [106] concluded that hippocampal volume was the primary determinant of

memory decline, whereas executive function decline was related to multiple brain

components. Analysis of 71 subjects with pre-symptomatic to advance HD in the

study [25] confirmed that gray-matter and white-matter volumes are significantly

smaller than healthy controls (n = 24).

There are more of Huntington’s disease (HD) related projects that employ

multicenter MRI data, empowered by PREDICT-HD [127] and TRACK-HD [156]

projects collecting large-scale multicenter MR data. One study [156] performed

blinded analyses on the baseline cross-sectional data from 366 individuals: 123 con-

trols, 120 premanifest (pre-HD) individuals, and 123 patients with early HD. In

study [13], volumes of striatum and white matter were obtained for 170 subjects

and found significantly smaller volumes in individuals who would be diagnosed 1 to 4

years following the initial MRI scan, compared with those who would remain in the

pre-HD stage. In that same study, they also concluded that putamen volume was

the measure that best distinguished between the two groups [13]. The study of larger

subjects, n = 657 at 32 centers, reported that volumes of all three HD subgroups

differed significantly from controls for total brain tissue, cerebralspinal fluid, white-
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matter, cortical gray matter, thalamus, caudate, and putamen[114]. The study also

suggested that total striatum volume demonstrated the largest differences between

Controls and all three prodromal subgroups [114].

We also summarized the recent (2010∼2013) projects of multicenter MRI data

analysis as shown in Table 1.2 reporting number of subjects (or scans). In shorts, the

recent study design trends has increased number of involved scans by using multi-

protocols, multi-scanner, and/or multi-site collection. It can be easily anticipated

that the demand of a automated segmentation tool has been increased with those

studies with large-scale structural-MRI data, that possibly collected with non-uniform

platforms.

1.2.2 Structural MRI Principles

Magnetic resonance imaging (MRI) techniques allow us to see details of brain

structures in-vivo non-invasively. This description of MRI summarizes two main

sources: 1) ‘Principle of imaging in neuro ophthalmology’ by Rubin et al. [139] and

2) ‘The basics of MRI’ by Hornak [69].

Magnetic resonance (MR) phenomenon was discovered by Felix Bloch and

Edward Purcell independently in 1946. The MRI is based on the concept of nuclear

magnetic resonance, in which recording the absorption and emission of energy when

the nuclei of certain atoms becomes aligned or polarized under a strong magnetic

field. MRI techniques for human scanning are almost exclusive to measuring hydro-

gen atom, which is commonly found in body water. Randomly oriented hydrogen
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Table 1.2: Recent Large Scale Study: number of subjects (scans) analyzed in the
brain volumetry study from structural-MRI between 2010 and 2013.

Case n group n where applicable

Jochemsen et al. (2013 ) 663

Becker et al. (2011 ) 155 men 84 vs 71

Cerasa et al. (2011 ) 183 74 vs 109

Dalaker et al. (2011 ) 84 43 vs 41

de Boer et al. (2011 ) 974 elderly subjects

Eckerstrom et al. (2011 ) 166 92 vs 40 vs 44

Messina et al.(2011) 165 72 vs 32 vs 15 vs 46

Muller et al. (2011 ) 1232 - 663 follow-up

Smith et al. (2011 ) 145 40 vs 94 vs 11

Spoletini et al. (2011 ) 100 50 vs 50

Widya et al. (2011 ) 471

Dewey et al. (2010 ) 120

Appelman et al. (2010 ) 840

Schwartz et al. (2010 ) 105 61 vs 44

Sabuncu et al. (2010 ) 282

Geerlings et al. (2010 ) 1044
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atoms of the body in a natural state become parallel or anti-parallel to the magnetic

(longitudinal) direction under a strong magnetic field. A brief introduction of radio

frequency (RF) causes energy transfer to the proton, which results in decrease in

the longitudinal magnetization and increase in transversal magnetization. After the

brief exposure of RF pulse, a longitudinal magnetization increases and a transversal

magnetization decreases or disappears (dephase). The different stages of magnetic

resonance behavior of protons is shown in the Figure 1.2.

(a) Free protons (b) Protons with B0 (c) Protons with B0 and RF

Figure 1.2: Magnetic resonance behavior of protons. In the absence of an external
magnetic field B0, the spin orientation of free protons is random 1.2(a). In a strong
magnetic field B0, the free protons become aligned with their magnetic axis parallel
(or, less often, antiparallel) to the magnetic field 1.2(b). Exposure to a brief radiofre-
quency pulse (RF) at the Larmor frequency changes the alignment of the free protons’
spin axes. After the radiofrequency pulse, the free protons twirl like tops around the
lines of force of the magnetic field with a motion called precession 1.2(c). Description
is mostly adapted from [139, 120].

The longitudinal relaxation is described by a time constant T1 and the transver-
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sal relaxation is described by a time constant T2. T1 signal is sensitive to tissue com-

position, structure, and surroundings and T2 signal is sensitive to the inhomogeneity

of the external and internal magnetic field. T1 and T2 weighted images provide or-

thogonal information for different tissue types of body (See Table 1.3), that allows us

to differentiate boundaries between biologically diverse tissues.

Table 1.3: T1 and T2 signal characteristics

T1 signal T2 signal

Air ,Bone Dark Dark

High protein Bright Dark

Fat Bright Dark

Water, Cerebrospinal

fluid

Dark Bright

Very viscous protein,

Dura mater

Dark Dark

Muscle, Nerve Dark Dark Gray

Gray matter Dark Gray Light Gray

White matter Light Gray Dark Gray

T1- and T2-weighted MR images provide complementary intensity information each other
about different tissue types in the brain image [139] and example image is also shown in
Figure 1.3. This table describes different signal characteristics in T1- and T2-weighted
images for eight categories of tissue types. For instances, ambiguity between gray and
white matter in T1-weighted image is often cleared out with T2-weighted image together
since voxels of relatively dark gray in T1 with light gray in T2 is likely to be gray matter
than white matter.
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Figure 1.3: T1- and T2-weighted MR images that present distinguished characteris-
tics for an identical tissue types, including 1) air and bone, 2) water and cerebrospinal
fluid, 3) grey matter, and 4) white matter. Descriptive characteristics are presented
in Table 1.3. This complimentary intensity profile between T1- and T2-weighted MRI
for a certain tissue type often allows to better identify correct tissue types.

1.2.3 Huntington’s Disease and structural MRIs

Huntington’s disease is an autosomal dominant, monogenic neurodegenerative

disorder clinically characterized by progressive involuntary movements, neuropsychi-

atric disturbances, and cognitive impairments [127]. At genetic level, the disease is

caused by an extended trinucleotide (CAG) repeat on chromosome 4, which results

in widespread neuronal degeneration preferentially within the stratum [101] (See Fig-

ure 1.1).

While there is currently no cure for Huntington’s disease, structural MRIs have

provided a non-invasive mean to identify important pathological brain changes from

Huntington’s disease. These measurable brain changes are proposed as biomark-
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ers for many clinical trials that aim to address the devastating symptoms of HD.

The most common finding in Huntington’s disease from structural-MRI is subcorti-

cal atrophy. Harris et al. [66] manually identified the putamen and caudate of 34

subjects (15 patients and 19 controls) and reported greater atrophy in putamen than

caudate. Another study by Starkstein et al. [153] also reported significant correla-

tion between the CAG repeat and atrophy rates and smaller left-sided subcortical

volume in Huntington’s disease. Montoya et al. [101] found a more significant rela-

tionship between putamen atrophy with neurologic examination scores than caudate.

Several of the most robust detectable cross-sectional change measurements in the

PREDICT-HD study have shown the volumetric changes of caudate and putamen as

well [11, 115, 114, 12].

1.2.4 Recent Study Trend: Multicenter Study with example of PREDICT-HD

Project

Multicentral study design has rapidly gained its popularity due to several

reasons. Large clinical study conducted cooperatively at multiple centers generally

known to have number of benefits over a single-center study. Utilizing a multicenter

approach in observational clinical study allows for improved generalizability of the

results, a larger sample size, and, consequently, improved efficiency [152]. In the case

of a rare disease, it is crucial to have multi-center study design to have sufficient

sample size to test hypothesis.

One of example for multicentral study is the PREDICT-HD study, which is



www.manaraa.com

15

our main study focus, that collected at multicenter for Huntington’s disease (HD)

study. The PREDICT-HD (R01NS04006) study is an international 32-center obser-

vational study of longitudinal neuro-degeneration of persons at-risk for HD (prodro-

mal stage) with continuous funding from 2001 to 2014. PREDICT-HD is part of

a world-wide effort to provide treatments for HD, both symptomatic and prodro-

mal. The PREDICT-HD cohort and database have become international resources

and offer an unprecedented opportunity to examine the pathophysiology and neuro-

biology of early HD. The PREDICT-HD study is designed to identify the earliest

detectable changes in cognitive skills, emotions, and anatomy as a person transitions

from healthy to being diagnosed with Huntington’s disease[127]. The study partici-

pants include prodromal Huntington’s disease subjects and controls. The prodromal

subjects are individuals who have been identified as carrying the Huntington’s disease

gene mutation but did not have a clinical diagnosis of Huntington’s disease.

Early studies have shown differences between the prodromal and control in

basal ganglia, cerebral white matter, and cerebral cortex size [113] and morphology

[107]. Their findings suggest the possibility of abnormal neural development in the

prodromal Huntington’s disease population even before the clinically defined on-set

of the disease[113, 107]. Later studies on the PREDICT-HD dataset presented con-

sistent volumetric decrease of subcortical structures in both small and large scale

data studies. The study conducted by Aylward et al. [10] showed faster change

rates of the subcortical structures. Nopoulos et al [108] reported smaller intracranial

volume in prodromal Huntington’s disease subjects. In summary, the findings from



www.manaraa.com

16

the PREDICT-HD study using structural-MRI are very consistent, demonstrating

measurable atrophy of broad areas of brain structures in prodromal Huntington’s

disease.

1.3 Challenges in developing a segmentation framework for large-scale

and multi-center MRI dataset

With large datasets involving many variables, more structure can be
discerned and variety of different approaches tried. What makes a dataset
interesting is not only its size but also its complexity, and, perhaps most
challenging, non-homogeneity; that is, different relationships hold between
variables in different parts for the measurement space

( Leo Breiman, 1984 )

In order to have a successful automatic segmentation techniques, it is required

to do careful planning, particularly to deal with heterogeneous data. While various

algorithmic solutions to the MRI data analysis seem applicable, data inhomogeneity

across scans confounds application of techniques on the large-scale data (See Fig-

ure 1.4). Based on our years of experience developing algorithms for multicentral

data, various challenges encountered are described here, focussing on data inhomo-

geneity.

1.3.1 Inter-scan inhomogeneity: MRI artifacts

In MRI, artifacts are present for a variety of reasons and often causes intra-

scan inhomogeneity, that make robust tool development difficult. Potential sources

of artifacts include non-ideal hardware characteristics, intrinsic tissue properties and

biological behavior, assumptions underlying the data acquisition and image recon-

struction process, and poor choice of scanning parameters [147]. Careful study design
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and scanning protocols can attenuate the extent of artifacts from occurring, but some

are unavoidable. A number of artifacts are listed in Table 1.4 paired with possible

cause. MRI artifacts are one of the most concerning challenges in developing auto-

matic MRI processing tools, that causes intra-scan inhomogeneity. That is, various

kinds of MRI artifacts creates heterogeneous intensity profiles for identical tissue type

depending on its spatial and relative location within the scanner. This differentiated

MR intensities, intra-scanner inhomogeneous intensities pose a major hurdle for the

robust tool development.

1.3.2 Intra-scan inhomogeneity: Data Variation by Multicenter and Longitudinal

Study Design

Those multicenter data collection introduces a severe inter-scanner variation

due to scanner calibration, software upgrades, field strength, procedural, and/or MR

vendor differences. Therefore, even though multicenter a study provides several ad-

vantageous properties (See Section 1.2.4), processing and analyzing multicenteral data

is often confounded by heterogeneous data across sites. Figure 1.4 shows three hard-

ware examples from different sites, using independent MR sequence for three individ-

uals. Distinction between three scans in the Figure 1.4 is very obvious even to the

naked eye with respect to the brightness, scan coverage, intensity profiles, subject

spatial orientation, and artifacts. These inter-scanner differences can be categorized

as a non-random measurements error [61], which highly correlated to the site-specific

characteristics and often degrades the data consistency further (Figure 1.4).
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Table 1.4: MRI Artifacts and their cause

Artifact Cause

RF Offset and Failure of the RF detection circuitry

Quadrature Ghost

RF Noise Failure of the RF shielding

Bo Inhomogeneity Metal object distorting the Bo field

Gradient Failure in a magnetic field gradient

Susceptibility Objects in the FOV with a higher or lower magnetic sus-

ceptibility

RF Inhomogeneity Failure or normal operation of RF coil, and metal in the

anatomy

Motion Movement of the imaged object during the sequence

Flow Movement of body fluids during the sequence

Chemical Shift Large Bo and chemical shift difference between tissues

Partial Volume Large voxel size

Wrap Around Improperly chosen field of view

Gibbs Ringing Small image matrix and sharp signal discontinuities in an

image

Magic Angle Angle between Bo and dipole axis in solids.

Various kinds of MRI artifacts exist and causing intra-scan intensity inhomogeneity with
some degrees of variation. This table lists 13 common MRI artifacts and their cause
from [69]. Heterogeneous intensity for same tissue type caused by artifacts is one of main
challenges for MRI processing tool development.
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Longitudinal study design brings in another issue with regard to data varia-

tion. As technologies advance, hardware are upgraded as well as software, and those

upgrades lead to the MRI profile changes (Table 1.5). Even though those new tech-

nologies traded in for good, it often requires sophisticated development tuning to

maintain the robustness of processing procedure. One of obvious dynamic occurring

at MRI acquisition site is changes in manufacturer and field strength over several

years of data collection period. Figure 1.5 shows distribution dynamic of collected

data according to its MR manufacturer and field strength for PREDICT-HD study

over years. The figure demonstrates MRI acquisition trend changes along time based

on field strength and MR vendor and suggests a development process should take

account those active changes as well.

1.3.3 Large-Scale Data

In addition to the data variation, processing large-scale dataset becomes pro-

hibitive with limited computer resources. The collected data in the PREDICT-HD

project is over 3000 scans in 2013 May and the number is continuously growing. With

our tool, average processing time for each scan session is roughly 3-5 hours depend-

ing on how many repeated scans collected at the session, in turn, 9, 000 to 15000

computer time requires.

In order to cope with all those limitations, we propose a segmentation pipeline

method to overcome challenges to the large-scale, multi-center analysis study. The

proposed method is clinically oriented to make use of sophisticated image-processing
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Table 1.5: PREDICT-HD Study Source of Data Variation.

MR Ven-

dor

Scanner Model # Software Ver. Used

GE Genesis signa > 16

GE Signa Excide

GE Signa HDX

GE Signa HDXt

Philips Achieva > 20

Philips Intera

Siemens Allegra > 9

Siemens Avanto

Siemens Espree

Siemens Sonata

Siemens Symphony

Siemens Symphony trim

Siemens TrioTrim

Siemens Verio
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Figure 1.5: This trend graph shows how MRI acquisition dynamic evolves with
regard to 1) field strength and 2) MR vendor for PREDICT-HD study. The left two
graphs are for field strength and the right two are for manufacturer of the scan. The
1.5a and 1.5c show the total portion of the collected scans between 2002 and 2011
for field strength and manufacturer respectively. The 1.5b and 1.5d represent the
changes of the portion of the collected data as the study goes by from 2002. Even
though the total proportion of data collected ( 1.5a and 1.5c) may infer more 1.5
Tesla data with the GE scanner, recent trend, which is sub-group of total data ( in
1.5b and 1.5d), may differ from the entire data. That is, the recent trend from the
graph demonstrates that the 1.5 Tesla data has been collected a lot less than before.
In the same way, the manufacturer trend has been changed as well and note that
the field strength evolves more rapidly than the manufacturer does. Those changes
of MRI acquisition type leads to dynamical changes for the acquired scan properties,
which, in turn, requires additional developmental effort.
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methods and take the type and size of data into account. Figure 1.6 shows all the

different types of scans that are collected under the PREDICT-HD study since 2002

across sites.

1.4 Metrics

Through out this study, manual traces of regions of interests are used as a

gold standard for our development. The quality segmentation results, therefore,

is measured as related to the gold standard, that can be estimated with multiple

metrics , including relative overlap (RO), dice index (or dice similarity coefficient)

(DSC), Hausdorff distance (HD), average Hausedorff distance (aHD) [41], intraclass

correlation coefficient of absolute (ICC(A)) and consistency (ICC(C)).

• RO =
|A ∩B|

|A ∪B|

• DSC =
2|A ∩B|

|A|+ |B|

• HD = mD(A,B) = mina∈A{minb∈B{d(a, b)}}

• aHD = aD(A,B) = avga∈A{avgb∈B{d(a, b)}}

For ICCs, as a measure of the reliability between two different judgments, is employed

to interpret our results in segmentation. Out of numerous definition of ICC,we used

the ICC(C, 1), which is consistency and ICC(A, 1) that is absolute agreement fol-

lowed the chart by McGRAW and Wong [97]. ICC(C, 1) and ICC(A, 1) can be

corresponding to the definition of ICC(3, 1), ICC(2, 1) of Shrout and Fleissis [145]

respectively
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Figure 1.6: All the different types of scans that are collected under the PREDICT-HD
study since 2002 across sites are represented.
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1.5 Notation and Terminology

The description below describes notation and terminology followed in this

report. Table A.1 also provides a quick reference of the notation and terminology.

1. Image [I]. I : N2 → R for 2D and I : N3 → R for 3D.

2. Feature Image Set [F ]. A set of feature images that are given for input

feature vector extraction: F ⊃ I. The most common feature image set would

be T1- and T2-weighted images for the multi-modal MR data: F = {IT1, IT2}.

3. Voxel Location [i]. A voxel location in the image I of size n. i ∈ {1, · · · , n}.

4. Feature Vector [fi]. A set of representative descriptors at the voxel loca-

tion i. Feature vector is also called as input feature vector, predictor variable,

independent variable depending on project domains. fi = (fi,1, · · · , fi,d)

5. Output Vector [yi]. A true output label that we would like to predict for the

voxel i. For our brain MR segmentation problem, y ∈ L and L = {l1, · · · , lK},

where K number labels of interests. Output vector is also called as a response

variable or dependent variable.

6. Sample, Train, or Example data [Sns]: A given example data s ∈ S that

machine-learning algorithm to be trained on. The training data s is an ordered

pair of input feature fi and the known output yi at the image location i, where

n is a number of total sample.

S = {si|si = (fi, yi)}

7. Population Data[X ]. Population data x ∈ X for a project of interest as a
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super set of sample data X ⊃ S.

8. Machine-Learning Model [M]. A machine-learning model predicting desired

label based on a given feature vector. A trained machine-learning model, M̂, is

a estimation of true model M, which is specific to both algorithm and data.

1.6 Preliminary Work

This project is inspired from the former work by Powell et al. [121], that intro-

duced an automated segmentation tool using artificial neural network. Recent years’

increased interest in machine-learning for medical image processing have drawn our

attention to investigate machine-learning based methods even further. Additionally,

we reviewed the segmentation framework in general (Section 1.6.1), demonstrate the

previous works [121, 84] according to specific enhancements to address multicenter

problems (Section 1.6.2, 1.6.3, and 1.6.4) with the discussion about its limitations

(Section 1.6.5).

1.6.1 Overview of the proposed Segmentation Framework

As shown in the Figure 1.7, the proposed segmentation framework consists of

four distinct phases with two pre-processing stages. Two pre-processing stages, spa-

tial normalization [54] and bias field correction [83], facilitate more reliable operations

of the entire framework by providing consistency of the MR data, and they proved

their benefits for the reliable analysis of multi-site MR data in [119]. Briefly, the spa-

tial normalization rigidly aligns each MR data so that anterior-commisure (AC) and

posterior-commisure (PC) are placed at the main axis with the AC point as an origin.
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Figure 1.7: Segmentation Framework Overview: Main segmentation process,
BRAINSCut, employs the results of two preprocessing steps: spatial normaliza-
tion and bias field correction. The main segmentation process then comprises of four
stages of 3-1. region identification, 3-2. Feature extraction with normalization, 3-3.
Machine-learning, and 3-4. post processing. Original segmentation framework, where
this presented work is stemmed from, are explained in [122, 84]. In this paper, we
aim to determine the robust components of segmentation framework for large-scale
multicenter data analysis.

For the robustness of subsequent processing, this spatial normalization minimizes in-

consistency of MRI’s anatomical orientation across scans. Bias-field correction then

maximizes intra-scan intensity homogeneity by taking advantages of multiple scans

(multi-modal if applicable) collected at each site.

The core segmentation framework then begins with candidate region identi-

fication [122, 84]. Template spatial priors are created by warping and averaging a

reference set of the manual traces into the template atlas [157]. The candidate region

is then identified by subject-specific priors, which are generated by deforming the

template (region-specific) spatial priors to the subject-specific space. The warping

used in this work has been significantly improved over our previous work by imple-

menting the robust high-deformable registration from the Advanced Normalization

Toolkit (ANTS) [6].
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Next, the feature extraction stage samples only voxels that have a spatial prob-

ability in the range of (0, 100) percent [122, 84] based on the subject-specific spatial

prior. Elimination of both < 1% and > 99% probability regions allows controlled ML

training only for uncertain voxels. A ML algorithm then classifies each of the uncer-

tain voxel to a specific label, and finally post-processing completes the segmentation

framework. The post-processing is used to address undesirable small anomalies that

may occur due to inherent noise in the MR data. For example, small interior holes in

the ML defined structure are filled using a standard morphological hole filling algo-

rithm. These four stages of proposed segmentation framework were carefully designed

and validated specifically for scalable multi-site longitudinal data processing. In the

following sections, we describes each enhancement component in more detail.

1.6.2 Robust Candidate Region Identification

One of key features in our segmentation framework is a candidate region iden-

tification step (See Figure 1.7). For brain MR image, instead of searching whole image

for our relatively smaller regions of interests, search area is localized by placing region-

specific spatial priors defined in a common atlas space on top of subject-specific space.

The localization of search area accelerates executing time and reduces false positives

by effectively restricting search area. The candidate region identification process also

allow machine-learning algorithm to concentrate on those relevant voxels that effec-

tively characterizing our regions of interests. Example of region-specific priors for

caudate and putamen in left hemisphere are shown in Figure 1.8. How robustness
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of high-deformable registration was enhanced for the candidate region identification

process (Section 1.6.3) are described in the following sections.

Region-specific spatial priors generated by averaging all the manual traces

of the training set on the template space and then warped to the subject space

by utilizing registration between T1-weighted images of subject and template [84].

Spatial priors have values between zero and one, respectively meaning 0 and 100%

possibility being the structure. A Gaussian smoothing operation was applied on a set

of averaged manual traces to take account of anatomical variation in larger unseen MR

data. Again, this localization encourages robust processing of subsequence steps by

retrieving only relevant information (See Figure 1.8), in addition to reducing training

size for effectiveness.

1.6.3 Registration reinforcement with Robust Initialization

Accurate candidate region identification depends on high quality registration.

Of multiple available choices, high-deformable registration produced the most accu-

rate segmentation results for our framework. Finding a robust and accurate high-

deformable registration method, however, is an open and complicated research prob-

lem. Especially for large-scale MR data with substantial variation, optimizing pa-

rameters for a registration algorithm is very demanding issue. One complication we

often encountered is that a set of parameters that works for one sites image intensity

profile ften fails on another due to unexpected field of view or profile variation. In

other words, it is difficult issue to find parameter set that globally works for large-scale
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Figure 1.8: Region-specific spatial priors are generated from 32 manual traces
for six subcortical structures to localize search regions of interest and the figure shows
example priors of caudate (red) and putamen (blue) in left hemisphere overlaid on
top of template T1 (left) and co-aligned T2 (right) MR images. From 32 manual
traces, each of labels is warped into template T1 space and then averaged over to
create template region-specific spatial priors Smoothing operation were performed on
each averaged priors via Gaussian filter to encompass greater anatomical variability
in larger and unseen population data.
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data sets.

Landmark-based initialization was devised for the high-deformable reg-

istration to ensure robustness of warping and to minimize parameter searching ef-

fort, especially for large-scale data with substantial data variation. In general, high-

deformable (non-rigid) registration excels in computing correspondence between inter-

subject morphological differences than lower level warping methodologies, such as

rigid and affine transformation. The high-deformable transformation algorithm, how-

ever, often converges to a locally optimal solution if the given initial condition is poor.

That is, it is often true that non-rigid methods require a sufficiently good initialization

to converge on a good final solution. The initialization with landmarks is employed

to avoid those undesired convergence at local minima as well as to increase efficiency

by providing a sufficiently good initial solution and consistent field of view.

Landmarks detected by BRAINS Constellation Detector module [54] (See Fig-

ure 1.9) are utilized to provide a good starting point for the high-deformable regis-

tration. The algorithm estimating affine transform as described in [150] that are im-

plemented and integrated by the ITK community [82], to get the robust initialization

from landmarks computed for T1-weighted images. This landmark based initializa-

tion process enhances robustness of registration algorithm by providing a good initial

solution and also increase convergence speed as well.

The work in [150] describes mathematics for calculating affine transformation

from the number of paired landmarks. The algorithm will calculate the best affine

transform based on the least squares sense. For the two sets of points P and Q given
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Figure 1.9: Landmarks detected on each subject have been utilized to estimate the
affine transformation between template and subject T1-weighted images. The esti-
mated affine transformation is employed as an initial transform for high-deformable
registration to increase robustness of the algorithm for large-scale multicenter data
processing.

by

pi = (p1i, ..., pni)
T , qi = (q1i, ..., qni)

T (i = 1, ...,m)

The author derives equation to get two matrices, A and t, to satisfy

pi ≈ Aqi + t(i = 1, ...,m)

After some calculation and rearrangement, we get the following form of equation:

Q̃ãj = c̃j(j = 1, ..., n)

where

q̃i = (q1i, ..., qni, qn+1,i)
T ,where qn+1,i = 1
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Q̃ =
m∑
i=1

(q̃i · q̃Ti )

ãj = (aj1, ..., ajn, tj)
T

c̃j = (c̃j1, ..., c̃j,n+1)Twith c̃jk =
m∑
i=1

(qkipji)(k = 1, ..., n+ 1).

For more mathematical details, please see [150].

Weighting is simply added to the calculation by substituting

p′i = W · pi

q′i = W · qi,

where W is n × n diagonal matrix with weights in it. Figure 1.10 and Figure 1.11

describe toy examples that estimating affine transformation by using the ITK imple-

mented function [82]. Toy example was first tested with five paired points ((a)-(e))

for two conditions: 1) even weights and 2) adjusted (more) weights on (a) and (e),

and results came out as expected. That is, for (a) and (e), they showed better cor-

respondence when they are heavily weighted than others (left graph of Figure 1.10).

The second toy example was designed to see the effect of noisy and/or uncertain

landmarks (symbolized as (f) and (g) in Figure 1.11) in the affine estimation. As

expected, there was no or minimum effect was observed from those noisy points when

their weights were set to very small. Note that all the weights are relative each other.

1.6.4 Robust Feature Extraction

For each voxel i, feature vectors are extracted for locational information in

symmetry spherical coordinate information [122] (Section 1.6.4.1), for intensities in
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Figure 1.10: Algorithm estimating affine transformation was implemented to improve
initialization of high-deformable registration algorithm. A pair of landmarks are
provided as a toy example to demonstration how weighting behaves on the estimation.
Affine transform from moving to fixed points are estimated and compared between
three conditions: c1) default even weights for all five points (graph on left-hand side),
c2) adjusted weights- more weights on (a) and (e) (graph on left-hand side), and c3)
with dummy points of (f) and (e) (graph on right-hand side), which simulate noisy
and/or uncertain landmarks and thus less important landmarks than other five in the
estimation. Appearance of each moving and fixed points are displayed in Figure 1.11.
This toy example demonstrates that affine transform can be estimated with minimal
effect from noisy data by weighting scheme.
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Figure 1.11: This figure illustrates how noisy landmarks can be under-weighted so
that their effect on estimation of affine transformation can be minimized. The figures
shows estimated affine transformation from moving (blue) points to the corresponding
fixed (red) points. Warped points (purple) are well aligned to the corresponding points
(blue) except for points (f) and (g), which simulating noisy, or uncertain landmarks.
As shown in Figure 1.10, normalized sum of squared error (SSE) was a lot smaller for
the points of interest, (a) (e), than the dummy points (f) and (g), which simulating
noise in vivo data. This figure supports our hypothesis that less weighted landmarks
are aligned less perfectly while preserving correspondence of points of interests ((a)-
(e)).
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neighbors along the gradient descent along deformed priors (Section 1.6.4.2), and for

the candidate vector based on deformed region-specific priors (Section 1.6.4.3).

1.6.4.1 Symmetrical Spherical Coordinate Infor-

mation

Spherical coordinate definition is employed to provide locational information

relative to AC point for the voxel i:

Si = {ρi, φi, θi} (1.1)

Note that, in the previous study [84], the definition of traditional spherical coordinate

system was modified to take account of brain’s symmetrical morphology between left

and right hemisphere (See Figure 1.12 and Figure 1.13). The modified version of

symmetrical spherical coordinates definition is:

ρ =
√
x2 + y2 + z2 (1.2)

φ = arctan(
|x|
y

) (1.3)

θ = arctan(
|z|
y

). (1.4)

The modification of spherical coordinate information is motivated by multiple

failure cases (Figure 1.14) that we observed from our experiments. By propagating

information about biological symmetry in human brain along to the AC-PC line into

the learning process, the failure cases could be saved and results are contrasted in

Figure 1.14 between original and modified definition of spherical coordinate system.
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Figure 1.12: Symmetrical spherical coordinate definition is illustrated to take account
of brain symmetry between left and right structures. A new symmetry definition of
each ρ, φ, and θ is shown in the Equation 1.2-1.4. We have identified failure cases
due to the discontinuity and asymmetry of those classical definitions and modification
improved segmentation results.

1.6.4.2 Neighbors along the Gradient Descent of

Deformed Region-Specific Priors

Intensity values are extracted for each voxel at i for all the images given

Ii ∈ I including neighbors selected along gradient descent direction of deformed

priors. Instead of using classical definition of 6-neighbor model (See Figure 1.15a),

directionally consistent neighbors, that sampled along the gradient descent direction

of deformed region-specific priors are employed for preserving biological directional

consistency from inside to outside of structures (See Figure 1.15b). This direction can

also be thought as a normal of the surface of structures so that the machine-learning

model can be trained for right surface. The input feature vector G along the gradient
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(a) ρ in sagittal view (b) t1 in sagittal view (c) θ in sagittal view

(d) ρ in axial view (e) t1 in axial view (f) φ in axial view

Figure 1.13: Computed symmetrical spherical coordinate at the template T1 space,
regarding AC-PC as y, mid-sagittal plane as z, and the orthogonal plane as x axis.
Each ρ, φ, and θ image is displayed with template T1 image in the same row. A
new symmetry definition of each ρ, φ, and θ is shown in the Equation 1.2-1.4. We
have identified failure cases due to the discontinuity and asymmetry of those classical
definitions and modification improved segmentation results.
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(a) (b) (c) (d)

Figure 1.14: Symmetrical definition of spherical coordination input was devised to
take account of brain symmetry in left and right hemisphere. Failure cases of putamen
(1.14a and globus pallidum (1.14c) improved with our new symmetry definition for
both putamen (1.14b) and globus pallidum (1.14d).

descent direction can be written:

G = Gi,Ij , where ∀Ij ∈ F (1.5)

Gi,Ij = {Ij(i−G1), Ij(i), Ij(i+G1)}, (1.6)

where i − G1 and i + G1 is the voxel location that are located at one voxel inward

and outward along the gradient descent from the location i.

Additional advantage of this sampling approach is the efficiency. The neigh-

borhood definition along the deformed region-specific gradient descents only creates

one directional neighbors, that reduces the neighbor size by factor of three, compar-

ing to six-neighborhood scheme. The reduced number of input vector size saves time

required for training as well.
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(a) Classical Neighbor (b) Locationally Invariant Neighbor

Figure 1.15: In this study, neighborhood information of each voxel is extracted along
the gradient descent direction of deformed region-specific priors for all the input im-
ages given. Classical definition of neighborhood of the voxel (Figure 1.15a) ignores
relative locational knowledge between neighbors. Extracting neighbors in input fea-
ture vectors along gradient descent direction of priors (Figure 1.15b), which results
in sampling neighbors from inside to outside direction, ensures consistent feature
sampling, that provides consistent relative locational information. Further more, the
neighborhood along the gradient descent direction reduces the number of element in
the vector by factor of three, which improves efficiency of algorithm.
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1.6.4.3 Feature of Candidate Vector

The last component of input feature is candidate vector that identified from

deformed spatial priors. Based on warped priors on top of a subject space, candidate

vector was expressed in Boolean vector. As an ordered Boolean vector, each element

expresses if the voxel is possible to be the structure. If a prior value of specific

structure at location i has value bigger than zero, the Boolean value is set to true,

otherwise false. Therefore, candidate feature vector C at a voxel location i can be

written as following:

Ci = {1l1 , · · · ,1lK}

b	
  
a	
  

c	
  

Figure 1.16: Candidate vector computation example based on two deformed region-
specific priors of left caudate (blue) and left putamen (red) in the boolean format.
This feature is especially useful in multi-structural training since this feature provides
information where the voxel could belong to. For three voxels shown in this figure,
a, b, and c, candidate vector C at voxel i Ci = {1left caudate,1left putamen} of each voxel
is Ca = {True, False}, Cb = {True, True}, and Cc = {False, True}, respectively.
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In summary, a feature vector fi for voxel i is given

fi = {Si, Gi,I , Ci}, (1.7)

where S is a symmetrical spherical coordinate information (Equation 1.1), Gi,I is

image intensity along the gradient descent direction of deformed prior at the image

location i (Equation 1.5) [122, 84] for Ij ∈ F . Note that our previous work usu-

ally utilized a feature image set F = {IT1, IT2, ISG} when SG is a sum of gradient

magnitude image of T1 and T2 weighted MRI scans. The samples were created in-

dependently for each of the subcortical structures in both left and right hemisphere:

Ci = {1left ROI ,1right ROI}

1.6.5 Results and Discussion

We revisit the results of the previous study [84] in Section 1.6.5.1 and further

elaborate the related discussions in Section 1.6.5.2 with updated literature reviews.

The expanded discussion is to legitimate the direction of this development from this

report by providing in-depth understanding of success and challenges of our previous

reports. We conclude this section with summary of this chapter in Section 1.6.5.3.

1.6.5.1 Improvements on Single-Site Data with

Enhancements

24 data sets of multi-modal, T1 and T2, MR images were selected from our

project of interest domain at a single site, blinded to any clinical information, such as

disease progression, age, and gender. Each scan, however, was chosen to have various

characteristics based on non-clinical knowledge, such as brain volume/size, and rough
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ratio of tissues so that our training set thoroughly spans the anatomical variations

encountered in our study domain, and was not biased towards one particular config-

uration. Hold-out test were performed to assess performance of segmentation. Out

of 24 data sets, 16 data sets were chosen randomly for training and 8 data sets were

reserved for testing purposes.

The comparison result was provided only for four structures of caudate, hip-

pocampus, thalamus, and putamen due to the limited availability of results in the

previous work [122]. Note that the work presented in [84] provides a complete set of

study for all six subcortical structures. Performance of all six subcortical structures

are reported in Table 1.6 independently, which displays high segmentation correspon-

dence to the manual traces in general.

In the study [84], we concluded that utilization of feature-enhanced images,

which include a soft-tissue classified image and mean of gradient magnitude image,

improves reliability of our segmentation. It was also quantitatively shown that the

volumetric overlaps with manual traces has been increased from the former work [122].

The result was reliable compared to the manual segmentation. Structures with a

relatively small volumes (nucleus accumben and hippocampus) or vague intensity

boundaries (globus pallidum, thalamus and also nucleus accumben) were successfully

identified for single-site data even with relatively small set of training data.



www.manaraa.com

44
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0.
2

0.
4

0.
6

0.
8

1.
0

Inter.rater Powell2008 Kim2010

Figure 1.17: Segmentation accuracy in terms of relative overlap (RO) to the manual
traces are advanced with three incorporated enhancements to the input feature vector
as described in [84] and Section 1.6.4 from the work in [122]. Also note that ROs
to manual traces from both automated segmentation results by Powell et al. [122]
(Powell2008 ) and Kim et al. [84] (Kim2010 ) are well above to the inter-rater corre-
spondence. This well supports that incorporated enhancements (Kim2010 ) including
1) symmetrical spherical coordinate, 2) candidate vector , and 3) additional feature
image SG advanced segmentation accuracy.
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Table 1.6: Segmentation results

ROI |A| − |M | Std RO DSC ICC(A) ICC(C) Pearson r

accu 337.75(4.9%) 60.841(19.6%) 0.750 ±

0.091

0.734 ±

0.078

0.73 0.75 0.76

caud 3294.6(3.7%) 419.05(29.7%) 0.878 ±

0.041

0.879 ±

0.039

0.78 0.8 0.83

glob 1573.3(-

0.5%)

248.72(26.9%) 0.799 ±

0.063

0.794 ±

0.060

0.8 0.79 0.81

hipp 2188.3(-

0.5%)

259.58(5.5%) 0.870 ±

0.047

0.838 ±

0.050

0.91 0.91 0.91

puta 4796.6(2.7%) 472.67(45.2%) 0.850 ±

0.046

0.857 ±

0.046

0.73 0.75 0.81

thal 6495.9(1.1%) 809.63(6.8%) 0.877 ±

0.038

0.876 ±

0.045

0.89 0.89 0.89

Segmentation results by using the method described in [84] from single-center data set
showing high correspondence to manual traces in regarding all seven metrics for all six
subcortical structures. The table reports volume differences (|A| − |M |), standard deviation
(Std), relative overlap (RO), dice index (DSC), intraclass correlation of absolute (ICC(A))
and consistency (ICC(C)). Especially both ICC(A) and ICC(C) were above 0.75, that
commonly regarded as a rule of thumb suggested in [145] for both raters’ delineation to be
considered as identical.



www.manaraa.com

46

1.6.5.2 Issues of Multi-structural Segmentation

with regard to Imbalanced Data

In the previous study [84], we also investigated segmentation performance of

simultaneously constructed models for all six subcortical structures only briefly. Even

though the improvements that we devised partially succeeded, the results (comparing

the single-structural result in Table 1.6 to multi-structural one in Table 1.7: See

Figure 1.18) were inconclusive for which approach is superior. In this regards, we

expand the discussion about multi-structural, or multi-label, classification issue for

our segmentation framework in conjunction with those ambiguous results.

In the previous study [84], with some restrictions, we concluded that the uti-

lization of multi-structural model construction from ANN is effective in that reduces

time requirement for the individual model building of six ROIs. In contrast to our

expectation, however, the simultaneously trained model were not significantly supe-

rior to those single structure models (Figure 1.18). We interpreted that the inferior

result possibly due to complicated parameter adjustment for multiple structures in

one model construction, such as number of hidden nodes and threshold value.

Observing those performance drops with increased number of ROIs for the

multi-structural model construction [84] and also further literature review lead us to

a class imbalance [100, 73]. As noted in [73], the class imbalance problem is a relative

problem that depends on 1) the degree of class imbalance, which increases as number

of ROIs increases; 2) the complexity of the concept represented by the data; 3) the
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Table 1.7: Multistructural segmentation results by using ANN

ROI |A| − |M | Std RO DSC ICC(A) ICC(C) Pearson r

accu 267.56(-

16.9%)

59.431(16.8%) 0.724 ±

0.097

0.690 ±

0.100

0.59 0.87 0.88

caud 3181.7(0.1%) 371.08(14.8%) 0.868 ±

0.043

0.872 ±

0.042

0.80 0.80 0.80

glob 1409.3(-

10.9%)

179.89(-

8.2%)

0.757 ±

0.084

0.779 ±

0.069

0.47 0.65 0.66

hipp 2136.1(-

2.8%)

270.91(10.1%) 0.860 ±

0.050

0.829 ±

0.053

0.89 0.91 0.91

puta 4688.8(0.4%) 479.48(47.3%) 0.839 ±

0.050

0.848 ±

0.047

0.70 0.69 0.70

thal 6442.5(0.2%) 781.93(3.2%) 0.880 ±

0.039

0.882 ±

0.044

0.90 0.90 0.90

Multistructural segmentation results by using ANN [84] in terms of mean volume differences
(|A| − |M |), standard deviation (Std), relative overlap (RO), dice index (DSC), intraclass
correlation of absolute (ICC(A)) and consistency (ICC(C)), and pearson’s r. A compara-
tive graph is given in the Figure 1.18, where performance preference is not conclusive.
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Figure 1.18: This multi-structural segmentation results produced by the method de-
scribed in [84] is shown in comparison to the sigle structural trial in terms of intraclass
correlation of absolute (top) and consistency (bottom) for nucleus accumben (accu),
caudate (caud), globus pallidum (glob), hippocampus (hipp), putamen (puta), and
thalamus (thal). In the study, we summarized that the multi-structural machine-
learning model may provide an effective approach to minimize development time for
each individual structures. Further literature review and experience about multi-
structure classification with machine-learning, however, sugggests that there is a se-
rious limitation for the method to obtain the identical degree of performance, class
imbalanced issue. It is also known that imbalanced class issue can be more crucial
for the intricate problem.
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overall size of the training set; and 4) the classifier involved. The study in [73] also

reported that the higher the degree of class imbalance the higher the complexity of

the concept and the smaller the overall size of the training set, the greater the effect

of class imbalances in classifiers sensitive to the problem.

In our cases, we diagnosed that our class imbalance issue may come from

two factors: 1) size differences among ROIs, and 2) region and non-region ratio by

candidate region identification. As the number of ROIs increases, those two factors

join together and accelerates asymmetry among structures. The sophisticated con-

cept of each brain structures also makes it harder for multi-label classifer to produce

compatible segmentation accuracy to the single-label classifier.

Furthermore, it is also reported that misclassify examples of the minority class

is more costly than misclassify examples of the majority class [100]. That is, smaller

structures, and thus often intricate to identify, are more vulnerable to the misclassi-

fication presented in the training data for constructing the multi-structural machine-

learning model. In those respects, we do not introduce any further investigation

on multi-structural segmentation approaches in this report. The studies introduced

in this report only focused on uni-structural segmentation methodologies of using

machine-learning classifiers.

1.6.5.3 Summary and Conclusion

We reviewed related background and three preliminary enhancements for our

subcortical segmentation framework: 1) incorporation of the robust candidate region
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identification step (Section 1.6.1) 2) incorporation of the high-deformable registra-

tion with the accurate landmark initialization (Section 1.6.3), 3) incorporation of

the robust feature extraction using symmetrical spherical coordinate definition, di-

rectionally consistent neighbor information, and introduction of candidate vectors

(Section 1.6.4). Note that the neighborhood sampling along the gradient descent of

deformed spatial priors (Section 1.6.4.2) already integrated and validated its effective-

ness in the study [122]. The later study results [84] also well supported advantageous

effects of those enhancements for the segmentation pipeline by comparing to the for-

mer one [122] (See Figure 1.17). The multi-structural segmentation was also tried

to see the effect of simultaneous segmentation of neighboring structures [84]. The

segmentation accuracy was evaluated against manual traces to ensure the clinical

validity of acquired volumes.
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CHAPTER 2
ROBUST MULTI-SITE MR DATA PROCESSING FOR AUTOMATED
SEGMENTATION FRAMEWORK: ITERATIVE OPTIMIZATION OF

BIAS CORRECTION, TISSUE CLASSIFICATION, AND
REGISTRATION

A robust pre-processing multi-modal tool, for automated registration, bias

correction, and tissue classification, has been implemented for large-scale heteroge-

neous multi-site longitudinal MR data analysis. This work focused on improving

the iterative optimization framework between bias-correction, registration, and tissue

classification inspired from work of others [172, 166, 8]. Our hypothesis is that robust

bias correction will result in improved segmentation results by providing intensity-

consistent MR data across subject and sites. The primary contributions are robust-

ness improvements from incorporation of following four elements: 1) utilization of

multi-modal and repeated scans simultaneously, 2) incorporation of high-deformable

registration, 3) use of extended set of tissue definitions, and 4) use of multi-modal

aware intensity-context priors. The benefits of these enhancements were investigated

by a series of experiments with both simulated brain data set (BrainWeb) and by

applying to highly-heterogeneous data from a 32 site imaging study with quality

assessments through the expert visual inspection. In addition, we applied our sub-

cortical segmentation framework to contrast between the before and after of bias

correction. The segmentation comparison suggested that bias corrected input im-

proves segmentation accuracy in general. The implementation of this tool is tailored

for, but not limited to, large-scale data processing with great data variation with a
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flexible interface. With these enhancements, the bias-corrected images showed im-

proved robustness for large-scale heterogeneous MRI processing and segmentation

accuracy is enhanced for six subcortical structures.

2.1 Introduction

A key research technique for advancing the understanding of the human brain

is the analysis of large collections of MR images 1. Accurate and robust analysis of

brain MR imaging from multi-site, multi-modal and longitudinal studies is a diffi-

cult problem, significantly confounded by intensity inhomogeneity across site, modal-

ity, and time. Variations in intensity due to data collection from different scanner

manufacturers and scanning environments are a primary challenge associated with

automating the analysis of those studies. The development of techniques to address

large variabilities in scan properties, such as high-quality registration and bias-field

correction become essential to ensure interpretation consistency among these data-

sets. As more research begins to use this data collection model, there has been an

increased emphasis on automated tool development that addresses the challenges of

multicenter MR image analysis. Successful development of a fully automated anal-

ysis framework can reduce both the operator time requirement and measurement

variability for clinical trial applications [182].

Iterative approaches are attractive because they naturally become one inter-

1Examples of data: ADNI database http://www.adni-info.org, OASIS http://

www.oasis-brains.org, IXI dataset http://www.braindevelopment.org, INDI http:

//fcon\_1000.projects.nitrc.org/fcpClassic/FcpTable.html, and BrainWeb http:

//www.bic.mni.mcgill.ca/brainweb/
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related and interconnected optimization problem. Iterative optimization approach is

proposed to achieve robust MR processing, often involving three main techniques:

bias-field correction, registration, and tissue classification. The improved intensity

uniformity provided by bias-field correction produces better registration accuracy,

and also enhances tissue classification. Correct tissue identification helps to improve

bias-field estimation, which in turn further improves registration.

Unfortunately, several challenges have been encountered in applying iterative

bias-field correction tools to heterogeneous data. First, there is a high computational

cost to the iterative application of registration and bias field estimation. Second,

differentiating intensity distortion from normal inter-subject variation according to

tissue type is challenging. Finally, there is significant morphological inter-subject

variation in the human brain, such as between subjects in different stages of disease

progression, aging, or brain development.

In Wells et al. [172], they proposed an adaptive segmentation method by us-

ing the Expectation Maximization (EM) algorithm concert with bias field correction.

This idea was further advanced by the work in [166, 124]. Each of these papers

described an iterative method that alternates between bias correction and tissue clas-

sification within an EM algorithm framework. The paradigm has been applied to

good effect on several research projects [123, 125, 124, 126]. The reported instances

of these implementations, however, has only been applied with limited conditions:

affine registration and/or a restricted number of tissue types.

In this paper, we expand upon the previously introduced procedure in [124],
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and describe algorithmic enhancements for the robustness of the framework while

testing on a large-scale multi-site heterogeneous data analysis (32 sites, 3000+ scan

sessions). The main improvements were achieved by incorporating deformable reg-

istration, expanding the spatial tissue definitions of 12 discrete tissue types (and 5

nuisance tissue types), and computing intensity-constrained prior based on robust a

priori tissue-specific statistics. As a validation of this study, we compare the relative

benefits of high deformable verses affine registration, 3 versus 17 prior models, and

segmentation performance before versus after bias-correction.

2.2 Method

The implementation of our iterative framework incorporates 1) bias-field cor-

rection, 2) tissue classification, and 3) image registration with specific automated pro-

cessing improvements for robust processing large-scale multi-site MR data. The basic

philosophy of the framework has conceptual similarities to the works from Wells [172],

Prastawa [124] and Tustison [7] with enhancements (dashed boxes in the Figure 2.1)

that we have found useful for automated processing of large heterogeneous data.

EM Algorithm for Bias Correction: A core implementation of this

work uses a general expectation-maximization (EM) algorithm [172, 166, 7, 51] for

bias correction by iterating distributional parameter estimation and individual voxel y

classification at location i into K tissue types. The process assumes Gaussian mixture

model yi ∼ N(θi) where θi = {µi, σi} with mean µ and variance σ2 of each tissue

label Γ ∈ {l|l = 1 · · ·K}. The first step is the expectation (E) step which determines
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T1 

T1 

Atlas Definition 
(XML) 

Intra Subject 
Registration 

Atlas to Subject 
Registration 

(SyN) 

Posterior 
Estimation 

(EM) 
Bias 

Correction 

T2 

T1 
High-deformable 

Registration (SyN) 
Update 

Intensity Context Prior 

… 

Reference … 
Reference T2 

Spatial Prior Reference T1 

T1 

Figure 2.1: Flowchart The framework takes any number of modalities, with any
number of repetitions of scans as inputs. The algorithm starts with Intra Subject
Registration to align all intra-session scans into first scan given. Then the initial
Atlas to Subject Registration is performed to place all the atlas priors into subject
space. Finally, the iterative process for Posterior-Estimation, Bias Correction, and
Registration Update is repeated multiple times. Grey dashed boxes represent where
our enhancements.

the expected posterior density function p(yi|θ,Φi) with estimated bias-field Φi [166].

(Formulations in this paper are adapted from the works [172, 166, 7, 51].)

E-Step:

p(yi|θ,Φi) =
∑
l

p(yi|Γi = l, θl,Φi)p(Γi = l), (2.1)

with p(yi|Γi = l, θl,Φi) = Nσ,l(yi − µl − Φi) and

p(Γi = l) =
til∑k
l=1 til

,where til is a tissue specific prior (2.2)

Next, the maximization (M) step computes parameters of Gaussian θ and bias-field

Φ by maximum likelihood estimation from the current density function.

M-Step:

µl =

∑
i p(Γi = l|yi, θ,Φi)(yi − Φi)∑

i p(Γi = l|yi, θ,Φi)
(2.3)

σ2
l =

∑
i p(Γi = l|yi, θ,Φi)(yi − µl − Φi)

2∑
i p(Γi = l|yi, θ,Φi)

(2.4)
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The previous equations are extended to multi-modal data as described in [166].

2.2.1 Overview of Proposed Procedure with Enhancements:

This tool begins by taking a collective set of multi-modal MR images as in-

put with any number of repetitions. Repeated scans within a single sessions can

be taken advantage of to increase the signal-to-noise (SNR) ratio for each modal-

ity. Our procedure begins with spatial normalization of each intra-modal scan into

a common subject-specific reference orientation defined by the AC (anterior com-

missure), PC (posterior commissure), and mid-sagittal plane by using a Rigid-type

transformation [54]. The spatial normalization reduces non-subject specific spatial

variation between scans, and in turn, enhances robustness and efficiency of subse-

quent steps. Next, subject-specific tissue posteriors are estimated by performing the

EM procedure described previously. The posterior estimation step here employs 1)

an atlas-to-subject high-deformable diffeomorphic registration algorithm (ANTS [7])

enhancing accuracy of subject specific tissue priors by increasing warping correspon-

dence to the subject and 2) a novel region-specific intensity constraint to ensure the

correctness of tissue posteriors. After the E-Step, the bias-field of each input MR

image is estimated in the M-Step and applied based on current estimate of tissues.

The iterative process goes back to posterior estimation using the improved intensity

homogeneity, consecutively improving the estimation of the inter-scan registration,

and so improves the tissue posterior estimation.
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2.2.2 A collective set of input: Multi-modal MR Images with repetition

A collective set of multi-modal MR images including repetitions from a single

scan session are utilized. It is well established that multi-modal MR images can

provide collaborative knowledge that can improve brain tissue classification [139].

We further employed repeated scans, when they were available, to increase the SNR

for those modalities. Through careful study design and scanning protocols can limit

the occurrence of artifacts, some are unavoidable. By taking repeated scans in a

single scan session, artifacts such as noise can be reduced sufficiently.

2.2.3 Integrating high-deformable Registration [SyN [8]]

High deformable registration is integrated for accurate deformation mapping

estimation between atlas priors and subject-specific space. We hypothesize that im-

proved correspondence of the atlas to the subject benefits tissue classification as well

as bias-field correction compared to previously employed affine or B-Spline registra-

tions. Symmetric image normalization (SyN) based registration [8] provided from the

ANTS package is extensively tested and has been shown to perform well at preserv-

ing image topology. With this highly deformable registration ψ, our subject specific

spatial priors are now further refined:

p(Γi = l) =
ψ(til)∑K
j=1 ψ(tij)

(2.5)

2.2.4 Extended Prior Definition

Traditionally, spatial priors are used to intelligently propagate tissue-specific

spatial knowledge to a MR image-processing algorithm. One of the main assumptions
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behind the utilization of tissue spatial priors is the homogeneous intensity profile of

identical tissue type across images of the same modality. In a large-scale study setting,

however, this is violated and the degree of inhomogeneity can be vastly different from

scan to scan. Rather than adjusting the algorithm’s parameters for each problematic

case, the pragmatic way to deal with the situation is to break down the biological

tissue definitions further by their unique image properties. We identified 17 extended

tissue specific priors based on their spatial location, intensity profiles, and biological

definitions (Figure 2.2). The priors are constructed to have intrinsic hierarchical

tissue definitions with respect to each other (See Table 2.1 and Figure 2.2)

The most prominent regions of interest include grey matter (GM), white mat-

ter (WM), and cerebrospinal fluid (CSF). These regions of interest are further par-

titioned based on their spatial property: depending on whether it is located in the

cortical/subcortical (peripheral/central) area of brain or outside of the brain. The

distinction between cortical and subcortical tissue is practically useful since they often

present heterogeneous MR intensity characteristics across different imaging modali-

ties. Tissues outside the brain are named ‘not-tissue’ regions, such that they demon-

strate similar MR-image profiles to tissues of interest but are spatially outside of the

brain, such as bone, fat, or skin. Designation of each spatial tissue prior is summarized

in Table 2.1.
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(a) (b) (c) (d) (e) (f)

Figure 2.2: 17 Spatial Priors. (Denote grey [gr], green [gn], and red [r] ) (a): air
[gr], nucleus accumben [gn], and cerebellum GM [r], (b): not-GM [gr], globus pallidus
[gn], and CSF [r], (c): not-CSF [gr], hippocampus [gn], and cerebellum WM [r], (d):
not-venous blood [gr], thalamus [gn], and venous blood [r], (e): not-WM [gr], caudate
[gn], and cerebral WM [r], and (f): putamen [gn] and surface cerebral GM [r].

Table 2.1: Atlas Definition of 17 Region-Specific Intensity-Context Prior

Tissue Name Weight Bias correction qT1
lower qT1

upper qT2
lower qT2

upper

GM Accumben 1 - 0.05 0.95 0.15 0.97
Caudate 1 - 0.05 0.95 0.15 0.97
Crbl Gm 1 True 0.03 0.9 0.02 0.99
Hippocampus 1 - 0.05 0.95 0.15 0.97
Putamen 1 - 0.05 0.95 0.15 0.97
Surf Gm 1 True 0.04 0.75 0.25 0.96

Wm & Gm Thalamus 1 - 0.05 0.95 0.15 0.97
Globus 1 - 0.05 0.95 0.15 0.97

WM Wm 1 True 0.5 1 0.05 0.7
Crbl Wm 1.5 True 0.1 1 0.03 0.9

Csf Csf 1 True 0 0.6 0.2 1
VB Vb 1 - 0.04 0.75 0 0.2
Bg Not Csf 1 - 0 0.6 0.2 1

Not Gm 1 - 0.15 0.9 0.35 1
Not Vb 1 - 0.15 0.9 0 0.3
Not Wm 1 - 0.4 1 0.1 0.85
Air 1 - 0 0.1 0 0.1

Each Tissue type sub-divided into regions of interest with given Name. Weight and
whether it is used for bias correction computation are also shown. Intensity-context prior
definitions are their valid range according to quantized percentile of intensity, Quantiles
(qT1
lower/upper, q

T2
lower/upper), to take account MR’s relative intensity and outliers.
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2.2.5 Multi-modal Region-Specific Intensity-Context Priors

Intensity-context priors are devised for algorithmic robustness of large-data

processing. With our enhanced prior-definitions, there were still some cases that

failed due to false positives of tissues. These threshold-identified regions were used as

an additional constraint in conjunction with their corresponding spatial priors. Since

MR intensities are are not a standardized quantitative measurement, the threshold

parameters for each tissue type were designated by quantiles of each images histogram.

The multi-modal quantile threshold value of each tissue type was conservatively cho-

sen to ensure that each tissue regions was completely included (i.e. no false negatives).

The set of multi-model threshold parameters used globally for our studies are shown

in Table. 2.1. By incorporating a priori knowledge β, i.e., the multi-modal intensity

constraints of each tissue type, the initial estimates of tissue statistics are made more

robust across a wide range of imaging protocols. Therefore, for multi-modal intensity

model ȳ with a indicator function, 1̄β(ȳil), Eq. 2.2 and Eq. 2.5 can be further refined:

p(Γi = l) =
ψ(til) · 1̄β(ȳil)∑K
j=1 ψ(tij) · 1̄β(ȳij)

, (2.6)

1̄β(ȳil) =

{
1 , if ȳi ∈ β = {ȳ|qmlower < ym < qmupper for all image m }
0 , otherwise

2.3 Evaluation

The accuracy and effectiveness of our proposed enhancements were evaluated

from multiple perspectives: 1) compared similarity against known ground truth by

using simulated MR data, 2) visual inspections of results by experts, and 3) a visual
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comparison of sample results to well-established techniques ( FreeSurfer [47, 134] and

Atropos from ANTS package [7]).

2.3.1 Evaluation using Simulated Data

A series of evaluation experiments using BrainWeb data with six levels of

simulated noise, two degrees of bias-field are summarized in the Figure 2.3.

Two independent measures, Dice index (larger is better) and average Hausdorff

distance (smaller is better), are reported to underscore the validity of our processing

between automated delineation and ground truth. The visualization results make

it clear there is a difference between segmentation with and without enhancements.

Along the six noise levels with two degrees of bias-field, the most agreeable result

to the ground truth was obtained by utilizing all of our proposed enhancements

(Figure 2.3:black).

The series of BRAINWeb experiments demonstrate the benefit of each individ-

ual enhancement, and also the combined benefit of using all enhancements together.

High deformable SyN registration improves tissue classification results as compared

to affine registration (blue versus black). Second, multi-modal intensity constraints

improve the procedure, especially when registration is less than optimal due to large

morphological differences, often present in degenerative diseases such as HD (Fig-

ure 2.3: contrasting yellow versus blue). Third, the extended definition of tissue

priors helps to increase the segmentation accuracy (Figure 2.3:purple versus black).

These three improvements are valid for all six levels of noise and both bias-field levels.
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Figure 2.3: Two bias-fields, rf=20 (solid line) and rf=40 (dotted line), are shown
with six noise levels along x-axis. Two independent measures of Dice Index (up-
per) and average Hausdorff Distance (bottom) are shown. With affine registration,
Intensity-context prior (yellow) has better accuracy than one without one (blue).
SyN registration (pink, black) also improved tissue segmentation agreement further
comparing to the affine (yellow, blue). Note that the performance with SyN reg-
istration utilizing only three tissue types outperformed any of affine-based method.
Multi-modal input trial, T1 and T2, (black) comparing to T1 Only (green) seems
helpful when there is more noise.



www.manaraa.com

63

Finally, using multi-modal input is beneficial, especially when MR scan is corrupted

with noise and/or inhomogeneity bias (Figure 2.3: black versus green).

2.3.2 Evaluation on In-Vivo Data

The proposed pipeline was applied on in-vivo MR data, collected from the

multi-site international PREDICT-HD [127] project. The PREDICT-HD data [127]

is highly heterogeneous. The inhomogeneity of the data is due to the multi-site

natural history observational study design that employed all the available resources,

including multiple MR vendors (GE, Phillips, and Siemens), field strengths (1.5T

and 3T ), and over 20 different MR acquisition protocols (i.e., due to transmission

and receive hardware). All the processed images (n=3751) are visually inspected by

three independent experts and only < 2% scans were classified as failing to produce

bias-corrected T1 images. Processing time varied approximately between 3-5 hours

per scan for the entire bias correction, registration, and tissue classification and was

related to the number of modalities and repeats in the scan.

Three subjects were sampled to retrospectively compare results with regard to

MR vendors and the rough estimate of WM/GM tissue ratio (volume of WM and GM

over intracranial volume) to reflect expected HD-specific morphological variations in

our large-scale multi-site study. Characteristic of the sample data is summarized in

Table 2.2.

The smaller tissue ratio means more atrophy in brain tissue, which is gener-

ally caused either by disease progression or aging. To facilitate visual comparison to
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Table 2.2: Sample results are shown in this paper for visual comparison

scan site MR Vendor Field Tissue Collected

Strength Ratio Modality(#)

A Site 180 SIEMENS TrioTim 3T > 0.88 T1(2), T2(2)

B Site 024 GE 1.5T < 0.78 T1(1)

C Site 039 PHILIPS 3T < 0.78 T1(4), T2(2)

Sample results are shown in this paper for visual comparison: processing results from three
subjects that are collected at different sites with various characteristics in MR vendors,
rough tissue ratios, field strengths, and number of repeats.

other works, tissue classification results from Atropos [7] and FreeSurfer [47, 134] are

displayed in Figure 2.4, 2.5, and 2.6 To be equivalent, multi-modal approaches (where

applicable) were applied and their results visually inspected for all three processing

pipelines. As the figures show, tissue boundaries in the cortical area (peripheral region

of brain) from our proposed approach (BRAINSABC ) are more agreeable to other two

methods than subcortical area (central area of brain). For the subcortical GM, how-

ever, the three approaches resulted in noticeable differences. BRAINSABC ’s results

were closer to FreeSurfer while Atropos exhibited the most conservative subcortical

GM delineation. Note also that the globus pallidus was treated as an independent

tissue type in BRAINSABC and FreeSurfer while there was no special consideration

for globus pallidus in Atropos.
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2.3.3 Evaluation using Contribution to the Segmentation Accuracy

The benefits of the bias-corrected MR images toward segmentation accuracy is

apparent in Figure2.7 shows. Segmentation accuracy of all subcortical structures but

thalamus were effectively improved bias-corrected inputs. Thalamus shows negligible

decrease in ICC measures when bias-field corrected inputs are employed.

2.4 Discussion

BRAINSABC, the proposed bias-field corrector, has effectively been improved

for large-scale in-vivo data analysis. The key contributions of this work are four

fold: 1) pipeline enhancements for large-scale heterogeneous MR data processing, 2)

empirically showing advantages of utilizing multiple scans including multi-modal or

repeated MRIs, 3) distributing all the tools of the open source pipeline including all

parameter sets, and 4) explicitly proving the advantage of bias corrected input for

the subcortical segmentation.

Additional advantages of our proposed enhancements are revealed from in-vivo

application. First, BRAINSABC requires no pre-alignment between scans because the

process incorporates both intra-subject and atlas-to-subject registration with refine-

ments in the iterative process. Minimal pre-requisite of softwares lead to a more

applicable for any clinical studies. Second, as shown in Figure 2.6, 2.5, and ?? the

brain extraction of BRAINSABC produces very high quality brain region estimate

as compared to other two approaches. A robust brain region estimation is impor-

tant because it is often employed in normalizing sub-volumetric data to compensate
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Figure 2.7: Segmentation accuracy is contrasted before (T1Avg) and after (Raw)
bias-corrected T1 images. ICCs of six subcortical segmentations between auto-
mated method and manual traces from 10-fold cross-validation experiments. Im-
provement of segementation accuracy is apparent in terms of both ICCs of agreement
(ICC(A)) and consistency (ICC(C)). Note that interquantile range (IQR) based
region-specific intensity normalization is used for all structures but the caudate nu-
cleus; linear(min/max) transform based on min/max value were used for caudate
nucleus. The details about the choice of normalization approaches appear the inde-
pendent research (Chapter 4).
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for overall brain size differences between subjects. In addition, we found empirically

that the visual inspection failure rate of FreeSurfer on the raw MRI scans was ap-

proximately 20%, on large-scale heterogeneous MR data, but when FreeSurfer was

provided the BRAINSABC tissue classified pre-aligned and bias-corrected images the

visual inspection failure rate dropped to approximately 8%.

With the evaluation on the simulated data in Section 2.3.1, Dice similarity

coefficient (DSC) goes up at first and then down as the noise level increases. One

possible explanation for the slight DSC increment as a bit of noise/bias added to

a simulated MRI, is a difference between MRI without noise and in-vivo MRI (See

Figure 2.8). A patient MRI in-vivo is usually corrupted by noise to some extent.

Since our techniques are highly optimized for in-vivo MRIs, testing the method on

simulated MR images without realistic noise corruption, may be a less than ideal

validation.

A more comprehensive evaluation and validation of all available tissue classi-

fication tools to see how our proposed tool performs in comparison would have been

ideal, but this task was determined beyond the scope of this paper. However, in this

study, we have provided a formal validation study of our proposed tool as well as a

formal comparative study against well-established tools. In addition, the results of

our study has undergone a rigorous qualitative assessment that involved visual in-

spections by three independent experts who have been trained on a large number of

scan sessions from various sites and scanning protocols.

The software implementation is written based on the InsightToolkit libraries
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and conforms to the coding style, testing, and software license guidelines specified

by the National Alliance for Medical Image Computing group. Our implementation,

BRAINSABC, is publicly available at https://github.com/BRAINSia/BRAINSTools

via BRAINSTool package. Our implementation is optimized for, but not limited to,

large-scale MR data analysis. The implementation has successfully applied over 3000

scans from the large-scale longitudinal study [127] and visually inspected their validity.

Advantages of our tool come primarily from its demonstrated generalizability to a

wide number of scanning protocols, variations in the number and type of modalities,

and number of repeated scans. As a part of larger image processing framework, this

iterative automatic bias-field correction module provides very robust and consistent

results for further MR image analysis.

(a) BrainWeb-T1 (b) Real-T1 (c) BrainWeb-T2 (d) Real-T2

Figure 2.8: Distinguishable intensity profile differences between BrainWeb and real
MR data. Difference is more obvious for the globus pallidus (orange) region, where
BrainWeb data appears medium gray both in T1 and T2. Real data, however, presents
the globus pallidus (orange) with medium gray in T1 and dark gray in T2.
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2.4.1 Summary & Conclusion

We described a method to improve the performance of automatic bias-field

correction algorithm for large-scale heterogeneous MR data processing. The excellent

robustness of the tool against large-scale clinical data was achieved by collaborat-

ing multiple interdependent enhancements in the iterative process. Our proposed

enhancements are evaluated via application to both the simulated brain MR images

as well as in-vivo MRI collected from a large multi-center study. The series of ex-

periments on simulated MR data revealed the improved robustness by our proposed

enhancements in the presence of varying levels of noise, and inhomogeneity. In ad-

dition, application to in-vivo MRI, collected for multicenter study, also showed good

generalizability as demonstrated by the very low failure rate across a wide spectrum of

input image protocols. Sample results are also confirmed a competitive performance

of our tool in comparison to the well-established tools of Atropos and FreeSurfer. The

bias-corrected images from the BRAINSABC also generally improved the subcortical

segmentation accuracy.
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CHAPTER 3
OPTIMAL MACHINE-LEARNING ALGORITHM SELECTION

This chapter describes a robust machine-learning (ML) algorithm selection for

segmentation framework in order to process a large amount of scalable MRI data

collected from different centers and institutions. Our segmentation framework was

constructed to utilize a machine-learning algorithm. This chapter conducts a com-

prehensive investigation to find the best one from several available algorithms in the

field. Experiments are designed hierarchically to effectively filter out inferior ML algo-

rithms. First, a screening study compared twelve various machine-learning algorithms

and identified the artificial neural network (ANN) and the random forest algorithm

as the most promising. The second phase of experiments focused on contrasting two

most strong candidates, ANN and random forest algorithm, and revealed the superi-

ority of random forest algorithm for the subcortical MRI segmentation framework.

3.1 Introduction

Precise delineation of sub-cortical structures from structural magnetic reso-

nance images (MRI) is advance the understanding of the human brain. A rich set

of MRI soft tissue information [139] provides opportunities for quantitative studies

detecting subtle morphological changes during disease progression. With advanced

MRI techniques, trajectories of neuroanatomical morphology in normal aging is are

now known to differ from neurological diseases such as schizophrenia, Alzheimer’s

disease, autism, Huntington’s disease, and others [153, 66, 163, 10, 43, 11, 113, 40,
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9, 115, 52, 107, 149, 114, 45, 12, 108, 13]. Recently, large-scale MRI data collec-

tion with multicenter collaborations ([127, 161]) has been conducted to obtain more

sensitive models of pathological changes in brain structures. Efficient and robust de-

lineation methods for scalable data is therefore critical to deepen our understanding

of neurological disease trajectories.

Difficulties, however, exist in conducting robust quantitative assessments on

MRI data. While manual tracing remains common practice for anatomical delin-

eation, this solutions are limited by the high cost of manual labor and low intra- and

inter-rater consistency. This is especially true when it comes to large-scale longitu-

dinal multicenter studies, where the manual approach prevents efficient quantitative

MRI analysis.

Several automated tools have been developed [14] to address the drawbacks

of manual traces. Automated segmentation tool development, however, has multiple

challenges as well. First, the tool must be able to handle large data variation given a

limited amount of prior information. Human experts delineate MRIs with dynamic

inference based on empirical knowledge and pre-attained information from biology,

physiology, neurology, and anatomy. In contrast, the automated computer algorithm

is constrained by restricted static information – usually voxel intensity and location.

Secondly, intra-scan intensity inhomogeneity, one of the inevitable obstacles in MRI,

poses a primary challenge for a successful automated tool by corrupting that little

information is available to it. Third, for large-scale multicenter MRI data the intensity

profile variability is highly heterogeneous compared to one from a traditional single-
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site study. These variations arise from the diversities in manufacturers, protocols,

and the field strengths of the MR scanners. With these challenges, extracting reliable

volumetric information from MRIs is still an active area of research.

There have been very few attempts to develop an automated tool for processing

large-scale multicenter MR data. Among various available methodologies, machine-

learning based segmentation algorithms are attractive because they are generalizable

and robust for scalable data analysis. A number of machine-learning techniques have

been employed for automated segmentation in the literature: SVM [181, 2, 60, 138,

104], AdaBoost [104], k-NN [168, 4], and ANN [122, 84]. There is, however, little

research that provides a broad comparative study on the relative benefits of each

machine learning approach within a brain segmentation framework.

Two contributions are presented in this chapter. First, we conducted a screen-

ing study which contrasted twelve variations of the eight machine-learning algorithms

on identical MR segmentation data to choose the optimal candidate algorithms. Sec-

ond, based on the screening study we exhaustively explored the two most promis-

ing methods, (random forest and ANN), within the established segmentation frame-

work [122, 84].

3.2 Background

This study focuses on developing a reliable and efficient machine-learning

(ML)-based segmentation tool that provides results that highly corresponds to hu-

man tracers. We describe shared properties among machine-learning algorithms (Sec-
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tion 3.2.1), algorithm-specific details used in this study (Section 3.2.2 and Sec 3.2.3)

and finally related research (Section 3.2.4).

3.2.1 Machine-learning Model: Common Properties

Learning denotes changes in a system that enable a system to do the
same task more efficiently the next time. (Herbert A. Simon, 1983)

In our framework, the machine-learning classifier is the central processing step

for the region segmentation. We first describes shared properties between machine-

learning algorithms (Section 3.2.1.1) and common issues raised in machine-learning

method (Section 3.2.1.2).

3.2.1.1 Goal of Machine-learning Model

A successful machine-learning model M is to be trained to better fit the ex-

ample data S, and thus M becomes more applicable to a larger set of real-world data

X . For a given pattern fi, a machine-learning algorithm predicts/estimates a label ŷi

of each voxel at a location i. The model M is built through a training phase on the

given example set S.

The fit of the model M can be estimated by the total misclassification rate for

S. The total misclassification rate, also commonly called error, is generally used to

assess the performance of the trained model M. There exists two different kinds of

error involved in machine-learning development:

1. True prediction error [e]: the true underlying error distribution on the research

population data X . Since true error e is unmeasurable, it is usually replaced

by an estimated value e′.
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2. Apparent error [ea] (Training error, re-substitution error): error rate that is

calculated from the training data S. Apparent error could be used as the

estimator e′ for true error, at the expense of underestimation of e. ea is usually

biased, and called wildly optimistic of the true error (e′ = ea � e). Apparent

error is defined as

ea =
∑
∀i∈I

Err(yi, M̂(fi)),

where Err() is a function to compute differences between known label Y and

the estimated label M̂(F).

Another common mean assessing performance of machine-learning model the

is confusion matrix. The confusion matrix is a specific table visualizing performance

of a machine-learning algorithm [128]. The confusion matrix provides information

about the desired output and the estimated label from ML classifier (Tab. 3.1) and

various performance metrics can be computed from this matrix:

Table 3.1: Confusion Matrix

Predicted

negative positive

actual
negative TN FP

positive FN TP

Confusion Matrix. A table visualizing performance of a machine-learning algorithm.
True negative (TN), false positive (FP), false negative (FN), and true positive (TP).
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Accuracy : AC =
TN + TP

Total
(3.1)

True positive rate : TPR =
TP

(TP + FN)
(3.2)

False positive rate: FPR =
FP

(FP + TN)
(3.3)

True negative rate : TNR =
TN

(TN + FP )
(3.4)

False negative rate: FNR =
FN

(TP + FN)
(3.5)

Precision : P =
TP

(TP + FP )
(3.6)

Sensitivity, Recall: Rc =
TP

(TP + FN)
(3.7)

Specificity : Spec =
TN

(FP + TN)
(3.8)

Note that when assessing and developing a machine-learning prediction model,

being able to accurately measure its prediction error is of foremost importance. Cor-

rect estimation of the prediction error can lead to the building an accurate prediction

model, while on the other hand, the use of an incorrect error measure can result in

the selection of an inferior and inaccurate model M.
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3.2.1.1.1 Bias and Variance

Apparent error ea is often decomposed to two components, bias and variance,

to better understand behavior of trained machine-learning models. Bias measures

how far off from the mean of Y the those predictions of (M̂(f)) are and variance

measures how much the predictions for a given point vary between different realization

of the model. Mathematically, the true misclassification rate is an expected difference

between the true (unknown) label Y and estimated label by M̂ given feature f .

e(f) = E[(Y − M̂(f))2].

Then, the prediction error can be partitioned into two subcomponents: bias and

variance.

e(f) =
(
E[M̂(f)]−M(f)

)2

+ E
[
M̂(f)− E[M̂(f)]

]2

+ σ2
N

e(f) = Bias2 + Variance + Noise

Bias : E[M̂(f)]−M(f)

V ariance : E
[
M̂(f)− E[M̂(f)]

]2

The above equations present a mathematical bias-variance decomposition for formal

assessments of the prediction error e of a machine-learning model M̂.

Given the true model M and infinite sample (n→∞) to calibrate it, we should

be able to reduce both the bias and variance terms to zero. However, in a world with

imperfect models M̂ and finite data (Sn, n < ∞), it is common to trade-off some

increase in the bias for a larger decrease in the variance and vice-versa [89].
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Figure 3.1: Error Terms in relation to model complexity for machine learn-
ing algorithm. True error e (black) is presented with variance (red) and bias2

(black) along the model complexity. As model complexity increases, the variance
also increases while bias2 drops rapidly. Due to the variance, the total error has a
natural minimum and this is the point of the optimal model complexity. After the
optimal model complexity, a machine-learning model is regarded as having overfitted
the training data. Overfitting issue is also described in Section 3.2.1.2.

3.2.1.2 Overfitting

In the previous section (3.2.1.1), we showed that the variance exponentially

increases as the model complexity increases in Figure 3.1. This is called overfitting

of the estimated model for the specific training data S. That is, the trained model

poorly performs outside sample SC ⊂ X , while presenting great accuracy on the

given example S ⊂ X , where SC∪S = X . This happens when the model fits only the

pattern of the given sample S through minimization of the apparent errorea. Ideally,

a machine-learning model should be applicable to the larger, unseen real-world data

by avoiding overfitting.

Cross-validation is one way to avoid overfitting by accurately estimating the
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population error e. It is known that the apparent error as an estimator e′ for true

error (e′ = ea), generally under-estimates the population error, e′ = ea << e. On

the other hand, estimated true error from cross-validation e′ = ec, provides a nearly

unbiased estimator [110]. With k-fold cross-validation, the entire sample is randomly

divided into k subsets, and of k sets, a single subset retained for testing while k − 1

subsets are used for training. The cross-validation then repeats this process until each

subset participated as a testing set. Then k errors are averaged over to calculate the

cross-validation error ec

e′ = ec = (1/k)
∑

ek

The advantage of k-fold cross-validation is that the error term is computed from the

unseen data, thus providing a significantly unbiased estimator for e.
In addition to cross-validation, overfitting can be avoided by reducing model

complexity. Occam’s Razor provides sage advice about model complexity:

Occam’s Razor: Entities should not be multiplied beyond necessity.
Every theory should be exactly as complex as necessary but no more so.

In machine learning, overly complex models can result in overfitting of the

training data such that the resulting model is no longer valid in a more general

application. Since the strategies of reducing model complexity depends on the ML

algorithm in question, this is discussed for each algorithm in the following section.

3.2.2 Generic Machine learning algorithms

Eight general machine learning algorithms are described here. We describe how

each method works, what theoretical and practical properties are associated with, and

what possible limitations exist. There are several references for each method so we
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take our description mostly from [110].

3.2.2.1 Majority Classifier

A majority classifier simply predicts all the instances by the majority found

in the training data. If there is no obvious majority, it can be determined arbitrarily.

Although not predictable, majority classifiers often serve as a moderate lower bound

(baseline) to a comparative study.

3.2.2.2 Näıve Bayes

Näıve Bayes infers the outcome by estimating the posterior based on Bayes

theorem:

P (L|F ) =
P (L ∩ F )

P (F )
=
P (L)

∏
f∈F P (f |L)

P (F )
.

(3.9)

where L is a set of classes or outputs, and F is a corresponding feature or input

vector. Bayes theorem replaces the often difficult calculation of ‘posterior’ to the

easier computation of two ‘priors’ and one conditional probability. The strength of

Näıve Bayes in practice is to isolate noise and irrelevant features in F because such

data is averaged out when estimating the conditional probabilities [110]. As we see

from the equation (3.9), however, the joint probability calculation (P (L∩F )) assumes

statistical independence between all predictors in F :

P (L ∩ F ) = P (L)
∏
f∈F

P (f |L) (3.10)

As a result, predictability (the classifier’s accuracy) is susceptible to dependencies

between input features (e.g., fa and fb, fi ∈ F ). This independent assumption is often
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not valid in practice. Indeed, in our case it is violated because of the redundancy of

scan modalities we chose in order to suppress the image noise in the MRIs.

3.2.2.3 k-Nearest Neighbor (kNN)

k-NN classifier finds the k nearest points among a training set S and let them

vote for the new data x ∈ X. The k nearest neighbors are determined by computing

pre-defined feature similarities (distances) between x ∈ X and ∀s ∈ S.

In k-NN, k is the factor in determining model complexity: the highest model

complexity of k-NN is when k = 1 and the lowest model complexity is when k =

n [110]. For instance, if k=1, k-NN will find the most proximal data out of all the

training data S for the classification. In the same way, for k=n, k-NN takes vote

from ∀s ∈ S data and so degenerates to the majority classifier (See Figure 3.2). With

k-NN, overfitting can be minimized by choosing a larger value of k (fitting correctly

all the training data of the model), while training error is minimized by choosing

lower values of k. k-NN usually has good performance without a training phase but

is known to be vulnerable to a bad choice of predictors [110] so it is often combined

with feature selection strategies for better reliability.

3.2.2.4 Support Vector Machine (SVM)

SVM operates by treating each s ∈ S as a point in a multi-dimensional space,

and then computing the hyperplanes that optimally separate the feature space into

regions that are used to assign labels (See Figure 3.3). The area between hyperplanes

is the ‘margin’, and its width represents the generalizability of the model. A trade-off,
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Figure 3.2: (a) General behavior of k-NN’s error terms according to the model
complexity k (b) k-NN(k = 1) tessellation graph, Example of line with k = 1, in
2D feature space (f1 and f2) for two classes (black and white dots). The highest
complexity is k = 1 and the lowest is k = n (x-axis in (a)), which is identical
to majority classifier (3.2.2.1). As we see from the tessellation graph in (b), the
separating surface (zigzag line) is very specialized for each training point when k = 1,
a hallmark of overfitting.

however, exists between the margin and the error ea: the larger the resulting inter-

plane distance–margin, the better SVM generalizes to data outside the training data

set but the training error ea also increases as there is a rising chance of data being

in-between the separating hyperplanes.

3.2.2.5 Artificial Neural Network (ANN)

Artificial neural network (ANN) is a mathematical model that attempts to

simulate the structural and functional aspects of the human brain. In brain, chemical

transmitters from synapses pass into dendrite raising or lowering the potential of cell.

When it reaches a certain level, the cell “fires”, an electrical pulse down the axon.

Learning can be considered to take places in gaps between synapses. ANN attempts
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f1 

f2 class A 

class B 

Figure 3.3: SVM Separation Plane Example. The area between the two solid lines
(planes) is called the margin, which determines the generalizability of the model.
While an increased margin gives more generalizability, it can result in less accuracy

to solve the classification problem by constructing a data structure that is similar to

the biology of the human brain.

The simplest form of ANN is perceptron. Percentron consists of a set of node,

multiple inputs and one output nodes, connected by weighted edges. As Figure 3.4

shows, an input node takes one element of feature vector fi and is directly connected to

the output node to estimate the corresponding yi. Input feature values are multiplied

by the corresponding weights and summed over the activation function for the final

estimation ŷ (Equ. 3.11).

ŷi = a(fi) =

{
1 if

∑
j=1...dwifi,j + θ > τ

0 otherwise,
(3.11)

where θ is a bias factor, τ is a pre-defined threshold level for the output node, and d

is the dimension of the feature vector fi. For the given training set S = {(fi, yi)|fi ∈

F, yi ∈ Y }, the algorithm tries to find the optimal weight wi combination to produce

the closest estimate of Ŷ . The training process first initializes weights to a very small
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random number, then adjusts them to reduce the apparent error rate ea by iteratively

presenting the training data until convergence. With sufficient number of iterations,

perceptron accomplishes a good classification on linearly separable problems.

Σ	
  |	
  a(.)	
  

f1 f2 f3 

z

fn 

o 

w1 w2 w3 wn 

τ 

Figure 3.4: Perceptron. The simplest ANN model, perceptron, is a weighted boolean
function for the given input fi = (fi,1, · · · , fi,d) ∈ F and bias factor τ for the node.
a(.) is a activation function, which decide firing fires status like a biological synapse
when it is larger than the bias factor τ , a predefined threshold.

For non-linear problems, the multilayer perceptron (MLP) was developed,

composed of several perceptrons in layered structure. Like the human brain, MLP

connects multiple perceptrons and forms a network (See Fig 3.5). For a fully-

connected feedforward network, the backpropagation algorithm is commonly used and

detailed algorithm is well described in several textbooks [110, 135]. The goal of MLP
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Algorithm 1: Perceptron Learning Algorithm.

Input: training data S

Output: Predicted label output O

Let S = {Si = (fi, yi)|i = 1, · · · , n} ;

w = w0;

while do

foreach training example Si ∈ S do

Compute the predicted output oki ;

foreach weight wj do

Update the weight, wk+1
j = wkj + α(yi − oki )fij;

( α=learning rate);

end

end

end
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Figure 3.5: A fully connected multilayer perceptron (MLP) architecture with one
hidden layer is illustrated. At the input layer, MLP has the number of input nodes
equal to the number of input feature elements. Each element in the input feature
is forwarded to input nodes in the hidden layer and then weighted sum propagates
to the output node. MLP is originally designed for single label classification, but is
easily expandable by adding the desired number of output nodes with connections to
the hidden nodes.
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is to estimate each weight w that minimizes the total sum of squared error (SSE):

Error for network: E =
∑

k∈outputnodes

Ek

Error for output unit i: Ei =
1

2
(yi − oi)2

Like the perceptron, once weights are initialized to very small random numbers, then

the backpropagation algorithm for the feed forward ANN updates each weight [110]

according to the following equation:

wijk = wij(k−1) + ∆wij(k−1), where ∆wij = αδjoi

where α is a network-specific learning rate. The response of the nodes is:

output node: δj = (yi − oj)(oj)(1− oj)

hidden node ∈ H : δj = (oj)(1− oi)
∑

k∈successors(j)

δkwjk,

Detailed derivation how backpropagation works is also described in Appendix A.2.

By looking at the equations involved in the ANN algorithm, one can see that

ANN is a lot like statistical regression with high dimensionality. In fact, each sin-

gle hidden node adds a separating hyperplane, therefore ANN could result in large

number of hyperplanes. There are a few design issues in ANN learning as mentioned

in [110], but the most problematic issue comes from the fact that ANN is a universal

approximator [70, 27], which can learn anything, but may not be generalizable [110].

Despite this concern and others, including overfitting, note that our previous stud-

ies [122, 84] produced very robust results for brain MR sub-cortical segmentation

using single-site data.
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3.2.3 Ensemble Machine Learning algorithms

Following three methods, Bagging, AdaBoost, and Random forest are all en-

semble type methods. An ensemble of classifiers is a set of classifiers whose individual

decisions are combined in some way (typically by weighted or unweighted voting) to

classify new examples [38]. It is well-known that ensemble methods can be used for

improving prediction performance. The ensemble method aims to improve accuracy

of the classifier by generating a composite model of multiple classifiers, all of which are

derived from the same base classifier. The main idea behind the ensemble methodol-

ogy is to weigh several individual classifiers, and combine them in some way to obtain

a new classifier that out performs the originals [137].

With the choice of a base classifier, ensemble method construct N classifiers,

Ci, for i = 1, · · · , N.

The performance of ensemble classifiers relies on the dependency between base

classifiers. That is, if base classifiers are highly correlated, the prediction made out

of the composite model will not improve significantly. Various strategies for con-

structing a set of classifiers have been proposed to produce better accuracy on the

prediction [137]. In this report, we limited our investigation to the most popular re-

sampling methodologies, Bagging and Boosting, to build high performance ensemble

classifiers. A complete review of ensemble classifications are provided both in [137]

and [110].
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3.2.3.1 Bootstrap aggregating (Bagging)

Bagging works by taking votes from base classifiers of choice. Once the base

classifier is decided, each classifier Ci is constructed on the subset Si ⊂ S, randomly

resampled with replacement, i.e. bootstrapped from S. Bagging then takes votes from

all classifiers ∀Ci and assigns the new output. A general choice of base classifiers is a

“decision stump [71]”, a tree structure classifier with one root immediately connected

to the terminal node. The Bagging is known to be most beneficial with methods of

high variance in their estimation, such as ANN or tree structure classifiers.

3.2.3.2 Adaptive Boosting (AdaBoost)

AdaBoost [48] works very similar to bagging but it is distinguished by building

each classifier in serial. AdaBoost’s training proceeds by increasing the importance of

sample data subset that failed in the previously built classifier. For the training data

that was misclassified at run i with Ci, the importance for that data set is adaptively

increased so that the successive classifier Ci+1 can be improved. The apparent error

ea at current classifier Ci is used to weigh the data set.

Theoretically, AdaBoost can do worse if the training sample includes many

misclassified points, (e.g., imperfect manual traces), since the next classifier is more

adapted to the misclassification given in the training set.
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Algorithm 2: Bagging Procedure [110]

Data: training data S = (F, Y )

Result: Predicted label output Ŷ

begin

Let k be the number of bootstrap samples.;

for i = 1 to k do

Create a bootstrap sample of size N , Di ;

Train a base classifier Ci on the bootstrap sample Di ;

end

C∗(x) = arg maxy
∑
δ(Ci(x) = y);

{δ(·) = 1} if its argument is true and 0 otherwise;

end
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3.2.3.3 Random Forest

Random forest [21] makes decisions from multiple tree structure classifiers.

One of very appealing properties of random forest is its generalizability. It has been

shown that the upper bound for the generalization error of random forests converges

when the number of trees T is sufficiently large [110]:

Generalization error ≤
ρ̄(1− t2)

t2
,

where ρ̄ is average correlation among the trees and t is a quantity that measures the

strength of the tree classifiers. More details about generalizability is summarized in

Appendix A.3. As the trees become more correlated or the strength of the ensemble

decreases, the generalization error bound tends to increase [110]. The random forest

model is generally configured with a maximum tree depth D, number of trees T, and

number of features to be used for split F.

3.2.4 Related Research

A number of machine-learning techniques have been employed for the auto-

mated segmentation in the literature: SVM[129, 181, 2, 60, 72, 138, 104, 90, 178],

Bagging[103], AdaBoost[129, 90, 103], kNN[32, 168, 31, 4, 33, 163], and ANN[168, 84].

SVM is a popular method investigated in multiple studies. In [181, 60, 138],

SVM was employed to extract brain tumors from MR images. SVM was combined

with a multiscale, multi-channel 3D segmentation algorithm in [2] to classify three

different tissue types and background with regional segmentation. The method is a

extension of 2D segmentation algorithm and SVM
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It was one of the very early ‘3D’ segmentation approaches that deals with 3D

images as extended 2D slices instead of 3D voxels. Guo et al. [60] also presented a

multiclass SVM-based segmentation tool mainly for three tissue types (white matter,

gray matter, and CSF) in the brain. Segmentation of amyloid plaques in MR images

of the transgenic mouse brain SVM [72]. Zhang et al. [178] employed SVM for brain

MR segmentation using both grayscale (intensity) value and texture pattern [178].

Other methodologies are also found to be useful for MR brain segmentation

and/or tissue classification. k-NN has been used for tissue classification with non-rigid

registration [168] as well as neonatal brain segmentation [4]. De Bresser et al. [32]

utilized k-NN for brain volumetric measure and in a later study [33] compared k-NN

MR segmentation methods to other tools available in the field.

Random forest has only drawn researchers’ attention recently, therefore there

is limited research using the method. We found few studies that utilizes random

forest for image processing [141, 116, 91]. One study by Yi et al. [177] presented a

brain tissue classification method based on random forest.

To the best of our knowledge, there are also few comparative studies of ML

algorithms for brain MR segmentation [163, 129, 33, 104].

Vaidyanathan et al. [163] compares twoMLmethods: k-NN and semi-supervised

fuzzy c-mean (SFCM) in the context of tissue classification. Their results were unable

to determine if one method was better than another in normal subjects. While the

study provides a set of complete comparative discussions in the paper, the small sam-

ple size, (n = 6), limits the power of their conclusion. Quddus et al. [129] concluded
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that SVM and AdaBoost are compatible in white matter lesion segmentation, task

with more time efficiency in AdaBoost. Boer et al [31] conducted a series of compara-

tive studies regarding the tissue segmentation accuracy and reproducibility between:

FMRIB’s automated segmentation tool (FAST), statistical parametric mapping v.5

(SPM5), k-NN, and conventional k-NN. Their conclusion was that k-NN presents the

highest accuracy but the lowest reproducibility.

While the studies above focuses more on tissue or lesion segmentation, Morra

et al [104] compares four different methods for hippocampal brain MRI segmentation.

They trained on 30 subjects and tested on an independent set of 40 subjects for

comparison. In their study, AdaBoost and Ada-SVM outperformed both manual

tracing and FreeSurfer. As they discuss in their paper, however, their validation of

the segmentation algorithm is not unbiased due to intrinsic discrepancies between

the training and testing data sets which may have resulted in under-estimation of the

performance.

3.3 Method

In our investigation, we compute all the performance measures based on cross-

validation (See Equation 3.1-3.8). For the screening study with WEKA, cross-validation

was provided by WEKA where individual voxels are included/excluded. For full-scale

image processing, we designed a custom cross-validation scheme where an entire sub-

jects voxel-data are included/excluded. Subjects (n = 35) were roughly sub-divided

into 10 subsets and cross-validation was conducted to estimate the most accurate seg-
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mentation performance. This subject-basis cross-validation provides more meaningful

performance measures by allowing direct volumetric comparison.

All validity measurements of our automated segmentation results were mea-

sured against the ‘gold standard’ manual traces. Three experienced experts randomly

traced six subcortical structures for each subject given T1-weighted (and T2-weighted,

if applicable) images. The tracing process was blinded to clinical data such as disease

status, gender, and age. The comparison of our segmentation results against to the

gold standard is reported in DI, RO, HD, and ICCs (See Section 1.4 for definitions)

3.4 Experiments & Result

Results are presented in three parts: 1) screening study comparing 12 algo-

rithm variations, 2) full-scale comparative study only between ANN and random for-

est, and 3) deterministic experiments for optimal region-specific normalization among

11 statistical strategies.

Experimental Data: The method described in [122, 84] is used to create

the trial samples. A feature vector F is given

F = {ρsi , φsi , θsi , Gi,T1, Gi,T2, Gi,SG}, (3.12)

where ρs, φs, and θs are the symmetrical spherical coordinate information, Gi,img is

image intensity along the gradient descent direction of the deformed prior at the

image location i [122, 84] for img ∈ {IT1, IT2, ISG} where SG is the sum of gradient

magnitude image of T1 and T2. The sample is created for each sub-cortical structure

in both left and right hemispheres.
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3.4.1 Screening Study: Machine-Learning Comparison with WEKA

Experimental Set-Up: 12 algorithm variations of machine-learning were

contrasted on the MR segmentation experimental data (Equ. 3.12). Four sub-cortical

structures including caudate, hippocampus, thalamus, and putamen, are examined.

For all eight algorithms, we employ WEKA, a publicly available machine-learning

tool [62], for efficient comparison which exploits the identical MR segmentation data

for fair comparison. Table 3.2 displays one of the representative results for the cau-

date.

The WEKA-provided default first initiates the experiments. Further varia-

tions are then expanded progressively if one exhibits improvement over the initial

performance. Favored results with the default setting led us to identify K-NN, ANN,

and random forest as suitable method (Table 3.2). Each extended experimental de-

sign grounds on either theoretical, previous [84], or pre-conducted empirical study.

Including the extended experiments, results of the 12 machine-learning approaches

are summarized in Table 3.2.

Results: The screening study identified four favorable algorithms in sub-

cortical segmentation: Bagging, k-NN, ANN, and Random forest (Table 3.2). The

assets of four algorithm are well supported by five metrics reported in the WEKA

(Table 3.2) and results of other structures including hippocampus, putamen, and

thalamus are presented in Appendix Table A.2, Table A.3, and Table A.4 as well.

Table 3.2 shows one of results from caudate for each in left (L) and right (R) hemi-

sphere, background (Bg), and averaged performance(Avg). Note that other than
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k-NN, all three favored methods belong to Ensemble category.

Those favored methods are decided based on the metrics of sensitivity, speci-

ficity, precision based on confusion matrix (See Section 3.2.1.1) as well as additional

ones, F-Measure and AUC, that WEKA reports:

• F-Measure =
2 · Precision · Recall

(Precision + Recall)

• AUC = Area under the curve

3.4.2 Full-Scale ANN and Random Forest Comparative Study with OpenCV

Candidates Selection: For the full-scale investigation of machine-learning

algorithms, we narrow down to ANN and random forest. From the screening study

in Section 3.4.1, we identified four favorable techniques: Bagging, k-NN, ANN, and

random forest. Of four methods, we only include random forest and ANN based

theoretical and empirical studies as following.

ANN and random forest are favored by several reasons. First, both ANN

and random forest displayed excellent performance than others regardless of their

parameter variation (Table 3.2). Second, ANN has already proved its high accuracy

for sub-cortical segmentation in the previous research [84]. Third, two preferred

properties of random forest, convergence and generalizability [20], are attractive for

further investigation. Those two properties are attractive especially for the research

involving large variation in MR data. Upon those reasons, ANN and random forest

are favored for additional investigation.
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Bagging and k-NN are excluded for their undesired properties despite of their

relatively higher accuracy in the screening study (Section. 3.4.1). k-NN is refrained

from more investigation because of its susceptibility to the noise, or data variation.

This unreliable feature is particularly dangerous for scalable data processing by lim-

iting model’s generalizability. Next, bagging is excluded to avoid duplicative effort

to random forest. That is, the basic setting of bagging in WEKA utilizes a decision

stump as a base classifier. Since the decision stump is one-depth decision tree, we

concluded that it could create extra effort. For those reasons, both k-NN and bagging

are leaved out of subsequent consideration.

Experimental Set-Up: Cross-validation on a subject-basis is conducted

for full-scale comparison study. The results is reported in Figure 3.7 for caudate,

putamen, thalamus, and hippocampus. The parameter variation includes two ANN’s

hidden nodes H = 20 and 60 and three random forest’s number of trees T = 10, 25,

and 100, with the depth of tree D = 100. The choice of parameter for ANN is

based on the identical reasoning from the screening study. To choose the parame-

ters of the random forest T and D, however, we also conduct exhausted parameter

search as shown in Figure 3.6. From the experiments, we conclude that the depth of

trees could be large enough D = 100, while T has to be tested more carefully, in-

cluding three variations as mentioned above. Five correspondence measures between

automated and manual delineations for all four regions of interest in left hemisphere

are reported. The measurements includes relative overlap (RO), dice index (DI),

Hausdorff distance (HD), and intraclass correlation of agreement (ICC(A)) and con-
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sistency (ICC(C)) (Definitions in Section 3.3). In addition to those five measures,

asymmetry index between left and right hemisphere is also reported to highlight per-

formance consistency.

AI =
|A−B|

|A+B|
(3.13)
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Figure 3.6: Out of bag error computation for left and right caudate with T1, T2, and
FSG. Convergence behavior is observed along the number of trees and depth of trees.
The upper right graph shows an enlarged graph for the number of depth D > 20.

Results: In general, the performance is more discernible with both ICCs

than other three measures: RO, DI, and HD. Even though the performance is in-

distinguishable in RO, DI, and HD, all three measures present high correspondence

between manual and automated method. Regarding both ICC values, a series of

random forest variation is preferred to ANN in all four regions of interest.

It is hard to differentiate performance by RO, DI, or HD (three measures from
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the left), but ICC measures generally suggest that random forest is superior. With

left caudate and putamen (See Figure 3.7a 3.7b), the both machine-learning methods

are well above both 0.75 (red dashed line) and single-sited study [84] (blue solid line).

For left thalamus (Figure 3.7c), however, we see that only random forest of T = 25

and 100 exhibits as much accuracy as single-sited performance (solid blue lines with

?). Last, hippocampus (Figure 3.7d) presents superior performance with regard to

ICCs. Even though random forest outperformes ANN in hippocampus trial, ICC

measures are far below the single sited study. Note that, however, random forest

performance on hippocampus still above 0.75. In conclusion, the results poses strong

support to random forest against ANN in processing multi-site data. Consistent

asymmetry index for both structures also could be highlighted in that right structure

segmentation result is well corresponding to the left structure’s one presented here.

Dashed red line at 0.75 in both ICC plots represents a bottom line suggested by

Shrout et al. [145], where two independent traces, manual and automated one, can be

regarded as identical. Solid blue line with a star(?) mark showed the previous study

result [84], which highly optimized for single-sited study.

3.5 Discussion

Random forest Over ANN: We have selected the random forest algorithm

over ANN. Both the ANN and the random forest algorithm achieved sufficient high

segmentation accuracy, which is measured in correspondence to the manual traces

via 10-folds cross validation. Even though they presented compatible results, there
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Figure 3.7: Five correspondence measures between automated and manual delin-
eations for four structures in left hemisphere with asymmetry index between left and
right structures in the far right side. Five measures includes relative overlap (RO),
dice index (DI), Hausdorff distance (HD), and intraclass correlation of agreement
(ICC(A)) and consistency (ICC(C)). Left two measures (light blue) in each graph
are ANN trials with H = 20 (ANN20) and H = 60 (ANN60) and right most three
meausures (light red) are random forest trial with T = 10 (RF10), T = 20 (RF25),
and T = 100 (RF100). Dashed red line at 0.75 is suggested minimum by Shrout et
al. [145] and solid blue line showed the previous study result [84].
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are two primary properties that we favored the random forest algorithm to ANN: 1)

the overfitting possibility of ANN and 2) the great generalizability of random forest.

These properties, the overfitting and the generalizability of ANN and random forest,

respectively, are contrary each other and theoretically well supported. Generalizabil-

ity of the algorithm is desired for large-scale multicenter data processing while the

overfitting is ill-favored. These properties are evidently observed from our experi-

ments. For instance, the overfitting phenomena generally resulted in performance

declining along with the increased model complexity and it is clearly observed from

the experiment of ANN presented in Figure 3.7. For the thalamus in Figure 3.7, the

segmentation accuracy falls back as the ANN’s model complexity goes up. On the

other hand, the random forest algorithm converges toward higher segmentation accu-

racy with the increased number of trees. Theoretical properties of each ML algorithm

were confirmed via our comprehensive experiments and lead us to choose the random

forest algorithm over ANN.

Limitations:

One disadvantage of random forest is that the size of the model grows quite

large compared to the other models. The trained model size for random forest is

approximately 2GB for H = 100, and that can overload hardware resources if they

needed to run in a low memory processing environment (Figure 3.8).

The comparison study is obviously limited, as there are many other algorithms

and parameters that could be evaluate in a similar manner. We, however, restrict our

initial investigation for the classification methods generally used in the field and even
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Figure 3.8: Memory Usage according to the number of trees T and the depth of the
tree D. The disk usage is more depend on the T and increase up to 2GB.

further restrict based on the preliminary investigations in WEKA before advancing

the most likely candidates to full-scale implementation and investigation.

While literatures in the field commonly shows good performance of SVM [181,

2, 60, 122, 138, 104], SVM was excluded from further full-scale investigation due to its

poor default performance (Section 3.4.1). In addition to the poor default performance,

because of time and resource restriction, SVM has not been investigated in depth in

this study.

3.5.1 Summary & Conclusion

An automated segmentation framework of six subcortical structures from MRI

is developed by investigating ML algorithms. The exceptional segmentation accuracy

and generalizability were accomplished with the random forest algorithm comparing

to other 10 we tested. The segmentation framework was tested with the series of

experiments to compare 11 ML algorithms. To make test effective, 11 ML algorithms

are first screened by the publicly available ML tool, WEKA, with the down-sampled
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in-vivo MR segmentation data. Extensive comparative studies between ANN and

the random forest are then performed and revealed the superiority of the random

forest algorithm. Even though the framework is highly tuned for the MRI subcortical

segmentation, it can easily be adapted to investigate ML algorithms for segmentation

work in other domains as well. The developed framework was successfully applied

on two independent on-going large-scale clinical studies [127, 161] that includes more

than 3000 scans.
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CHAPTER 4
OPTIMAL INTENSITY NORMALIZATION SELECTION

Intensity normalization is commonly practiced but has not been explored ex-

tensively for medical image processing. Here we review commonly used intensity

normalization functions and propose a region-specific localized normalization from

a choice of the most promising normalization function. 11 variations of intensity

normalization functions are compared and analyzed for their contribution toward ac-

curate segmentation of six subcortical structures. All the normalization functions

generally enhanced the segmentation accuracy. Among the 11 cases, the double-

sigmoid function with parameters set by 5th and 95th quantiles resulted in superior

segmentation accuracy. We also observed that depending on the relative location of

regions of interest, the intensity profile varies which, in turn, resulted in performance

variation according to the choice of normalization. The performance dependency on

the normalization functions is discussed with regard to intensity profiles of each region

of interest.

4.1 Introduction

Normalization is a commonly practiced and required preprocessing step for

robustness of subsequent phases in many data processing technologies. In statistics,

normalization is formally defined as a standardization of data obtained from differ-

ent sources at different periods, through comparison against the objectives of data

collection. Paradigm of normalization is introduced to address difficulties in data
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processing specific to image data variation. The objective is to reduce variability

by transforming measured intensities to a common compatible scale without altering

clinically relevant information. This step is leveraged to improve robustness of the

succeeding stages by eliminating serious inhomogeneity within the data.

Normalization in image processing, especially with the growing interest in

multi-site and large-scale study design in recent years, should benefit ultimate out-

comes by regulating data variation at the beginning of the analysis. Instrument and

experimental influences can bring systematic and random variations in the data col-

lection results (signal intensity of MRI data set). Commonly observed contributers

are varying manufacturers, field strengths, and MR acquisition protocols which alter

MR image intensity profiles. It is possible to minimize those data variation with

careful designing but impossible to entirely remove their effect due to the inherent

limitations of MRI. Since multi-site/large-scale study potentially introduces greater

data variation, it is important to take guarded consideration into account.

It is accepted that normalization is a fundamental preprocessing step for ro-

bust image processing, however there has been little or no studies done investigating

the impact of different normalization methods with respect to robust statistics. The

normalization techniques applied to MRI processing are often limited to basic and

routinely used procedures in the field such as histogram equalization or traditional

statistical techniques including standardization and/or linear scaling. Moreover, these

normalization techniques either introduce a bias to a selected template (in the case

of histogram equalization) or rely on a set of assumptions that may not be fulfilled,
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including linearity, normality, and independence (in the case of standardization). Sev-

eral studies warn of the danger of ignoring those strong assumptions in the statistical

procedure [65, 44]. We observed a reasonable amount of unexpected behavior in the

algorithm mainly due to data variation. For all these reasons, it is highly doubtful

that those commonly practiced normalization technologies are best suited for multi-

center, large-scale MR data processing.

To this end, we investigated the influence of various normalization procedures

on the segmentation framework. Specifically, we intended to quantify the influence

of region-specific robust statistics for the normalization methods in a large-scale MR

image processing setting. Different normalization techniques were compared and the

underlying assumptions are discussed in this report.

4.2 Background

We aim to find an adequate normalization method together with robust statis-

tics that are best suited for the brain MRI subcortical segmentation. To begin, we in-

troduce and discuss related background: robust statistics, normalization methods that

commonly used in image processing techniques, and two normalization paradigms:

global versus local.

4.2.1 Robust Statistics

Robust statistics aims to provide an accurate description of the data in the

presence of gross error. Hampel [64] asserts that robust statistics are the stability

theory of statistical procedures. Robustness can be quantified via the concept of
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the “breakdown point.” As defined by Hampel, the breakdown point describes the

largest fraction of arbitrary gross errors tolerated before the statistic “breaks down”

and becomes totally unreliable. Typically, breakdown point is a function of sample

size n, but the asymptotic breakdown point when n is an arbitrary large number is

commonly calculated for assessment [53].

One conventional example that illustrates the necessity of robust statistics is

taking the difference between mean and median. Median is regarded as more resistant

to a gross error than mean: median provides a robust description of the data with

up to 50% gross error whereas that for the mean is 0% [136]. Mean and median

are examples of a locational or so-called central tendency estimator for data with

different degrees of tolerance to outliers. Similarly, there are statistics more robust

for data dispersion than standard deviation and range (maximum−minimum), such

as interquartile range (IQR), and median absolute deviation (MAD). Those measures

are examples of a dispersion parameter or dispersion estimator.

We will focus on robust statistics of locational and dispersion measurements

for a robust MR intensity normalization. There are several methods other than

those introduced in this chapter, that are designed for robust estimation, such as

the expectation-maximization (EM) algorithm. In the present study, however, we

limited our investigations to the robust statistics that are reasonably efficient to com-

pute, such that the normalization procedure can be integrated into our segmentation

framework in reasonable time. In the following, we will discuss the assumptions and

characteristics of each statistic in the context of MR image segmentation.



www.manaraa.com

111

4.2.1.1 Location parameters Θ

Location parameter is a measure of the central tendency for a given distribu-

tion. Most commonly used location parameters are mean and median:

Sample mean x̄: Sample mean is the most commonly used one in the field however

the value is sensitive to outlier, which has 0% breakdown point.

x̄ =
1

n

∑
∀x

x

Sample median Qn/2: Sample median is the most common alternative to mean.

With 50% breakdown point, it is less sensitive to outliers than mean x̄.

4.2.1.2 Dispersion parameters Φ

A dispersion parameter, or scale parameter, describes the dispersion or scale

of the distribution:

Range R: Range is the simplest dispersion descriptor which is calculated as the

difference between minimum and maximum of the samples:

R = max(x)−min(y)

Standard deviation s2: Standard deviation is one of the most used dispersion pa-

rameters:

s2 =
1

n

∑
(x− x̄)2

Interquartile range IQR: While range R and sample variance s2 have breakdown

point of 0%, the interquartile range has 25%:

IQR = Q3n/4 −Qn/4
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4.2.1.3 Modern robust statistics

Trimmed mean and variance: Trimmed mean is the mean of the central n·α part

of distribution, so n ·α observations are removed from each end. Trimmed mean

is alternative to mean or median as a compromised estimator between the mean

and median [44]

Winsorized mean and variance: While trimming ignores values outside a certain

range, winsorizing brings in extreme observations of n · α to some constant.

The benefit of the winsorized variance is that it is more resistant to outliers

than variance is and can result in more accurate standard errors than classical

methods [44]

4.2.2 Region-specific Normalization based on Robust Statistics

Region-specific normalization is devised to maximize information consistency

across scans from various sources (sites and/or scanners) while enhancing image con-

trast for better separation of neuroanatomy. The proposed region-specific normal-

ization employs both robust statistics and spatial localization via deformed subject-

specific priors (Sec. 1.6.1). We describe the theory of region-specific normalization

(Sec. 4.2.2.1) and review both robust statistics and normalization methods investi-

gated in this study (Sec. 4.2.2.2).

4.2.2.1 Region-specific Normalization

Region-specific normalization is designed to enhance structural details of an

MR image I for a focused region R ⊂ I. For each label l ∈ L, the focused region is
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identified by the subject-specific prior pl generated by deforming the template spatial

prior with a high-deformable registration T into subject space pl(T (x)).

The method takes into account all of the locally computed statistics within the

spatially bounded region Rl:

Rl = {x|0 < pl(T (x)) < 1, x ∈ I}. (4.1)

Note that most normalization techniques in MRI processing utilize statistics com-

puted globally to deal with intra-scan intensity variations, e.g., histogram equaliza-

tion between two images. This global normalization method, however, is less sensitive

to specific regions of interest. In this study, we hypothesize that normalization meth-

ods with region-specific statistics would enhance the robustness of the segmentation

framework in our multi-site longitudinal data processing environment where large in-

tensity variations are expected. In other words, much more anatomical details in MR

image can be enhanced by region-specific normalization and provide increased con-

sistency across scans. A 3D example of warped region-specific priors for the caudate

nucleus in both left and right hemispheres is shown in Figure 1.8.

4.2.2.2 Normalization with Robust Statistics

11 normalizations including parameter variations were investigated and evalu-

ated in this paper. For each normalization functionN , the robust statistics (Sec. 4.2.1.3)

aim to provide an accurate data description in the presence of gross error. Normal-

ization equations with those robust statistics are summarized in Table 4.1. Note that

normalization functions used in this study are based on either simple linear scal-
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Figure 4.1: Warped spatial priors (colored) on top of a subject (gray scale) with
the explanatory figure for localized intensity normalization. 3D surfaces (purple)
were generated for both region A and B to show size of search area. The yellow
to red colors represents spatial prior value from 0.01 to 1.00. Image intensity is
linearly transformed based on locally identified minimum and maximum value in the
BRAINSCut feature generation process. Region A and B have different linear scaling
parameters where computed independently for each region.

ing or sigmoidal transformation as shown in Figure 4.2. A region-specific localized

normalization method was devised to enhance intensity characteristics for specific

regions of interest. More region-specific details can be captured by locally restricting

normalization with robust statistics.

Five groups of normalization functions N (linear scaling, sigmoid, double sig-

moid, trimming, and winsorizing) were employed for the comparative experiment.

Table 4.1 displays all five equations with necessary parameters and Figure 4.2 shows

the major shapes of the normalization functions. Note that with regard to the trans-

formation shape linear scaling, trimming, and winsorizing share the same shape (Fig-

ure 4.2a).

Linear scaling is the most commonly practiced standardization mechanism
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Table 4.1: Five normalization functions

Method Transform function N : R→ R N (x) = x′

Linear x′ = a+
x− b
c

d

α-Sigmoid x′ =
1

1 + exp(−8 ·
x− q1/2

r
)
,

α-Double Sigmoid x′ =
1

1 + exp(−8 ·
x− q1/2

r
)
, r =


r = r1, if x < q1/2

r = r2, otherwise

α-Trimming x′ =
x− x̄t(α)

st(α)

,
x̄t(α) = 1∑

1i

∑
1ixi

st(α) = 1∑
1i

∑
1i(xi − x̄t(α))

2

1i =


0 if qα < xi < q1−α

1 otherwise

α-Winsorizing x′ =
x− x̄w(α)

sw(α)

,

x̄w(α) = 1∑
1i

∑
(1ixi + 1

l
ic
l + 1

u
i c
u)

sw(α) = 1∑
1i

∑
(1i(xi − x̄w(α))

2 + 1
l
i(c

l − x̄w(α))
2 + 1

u
i (c

u − x̄w(α))
2)

1
u
i =


0 if xi < qα

1 otherwise

, 1li =


0 if xi > qα

1 otherwise

cl,u is upper/lower constant for winsorizing

Five normalization functions N : R → R given by N (x) = x′ for robust transformation
of training data into proper scale. All five normalization functions with a few parame-
ter variations are contrasted in this comparative study to identify the robust statistical
normalization procedure for the large-scale multicenter segmentation framework.
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that rescales original values in (m,M) to (m′,M ′). For its computational simplicity,

linear scaling is very sensitive to outliers presented in the data. To compensate,

trimming and winsorizing methods can provide alternatives to the original linear

transformation. Both methods, however, create discontinuity in the transformed data

set, which is usually an undesired property in machine-learning. On the other hand,

the sigmoid and double sigmoid functions, which resemble the shape of the letter

S, produce data that is continuous while dealing with outliers better. The double

sigmoid function is more suited for skewed data while the sigmoid is better suited for

evenly distributed data.
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Figure 4.2: Major shapes of normalization functions used in this comparative study.
While linear scaling (Figure 4.2a) provides a computationally simple and intuitive
transformation, it often suffers when outliers present in the data set. There are
multiple different method that uses linear scaling: simple linear scaling, trimming,
and winzorizing. Note that trimming and winzorizing can result in discontinuous
data. On the other hand, sigmoid type functions (Figure 4.2b and (Figure 4.2c),
transform input data with less sensitivity to outliers while maintaining continuity.
All of these functions are designed for comparative experiments to identify the robust
normalization function for our segmentation framework. Detailed parameters for
experiments are presented in Table 4.2
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4.3 Experiment and Result

4.3.1 Experimental Setup

A series of experiments are designed to analyze effect of 11 normalization

approaches with in-vivo MRI with regard to the subcortical segmentation framework.

In this experiment, 10-fold cross-validation is used for unbiased assessment of both

benefits and downside of 11 normalization strategies on each ROI. The 35 scans that

are used in Section 3 are again utilized in this experiments For rigorous evaluation and

modeling of the intensity normalization approaches, we have utilized all the equations

noted in Table 4.1 into the experiments and compared each contribution toward six

subcortical segmentation. The experimental set-up is summarized in Tabel 4.2.

4.3.2 Results

Comparative study results from 10-fold cross validation of 11 normalization

strategies as well as one without normalization are contrasted in Figure 4.3. For 35

testing scan sessions, T1- and T2-weighted images and summed image of gradient

magnitudes from both are used in all experiments. We have computed multiple

comparative metrics including relative overlap, dice index, Hausdorff distance, average

Hausdorff distance, and intraclass correlation of agreement and consistency, here we

only reports ICCs, which convey the most representative information.

The experimental results are summarized in Figure 4.3. The two ICCs (See

Section 1.4) are reported in the result that ordered by average ICCs across six subcor-

tical structures per normalization function. The larger ICC(A) means more agreeable
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Table 4.2: Comparative study experimental setup for normalization functions

abbreviation function parameters

Min/Max linear a = minimum, b = maximum,

c = R, and d = R′

Z-Score linear a = 0, b = x̄, c = s, d = 1

IQR linear a = 0, b = Q1/2, c = IQR, d = 1

01-sigmoid α-sigmoid r = (Q99th −Q01th)/2

05-sigmoid α-sigmoid r = (Q95th −Q05th)/2

01-doubleSigmoid α-double sigmoid r1 = (Q1/2 −Q01th), if x < Q1/2

r2 = (Q99th −Q1/2), otherwise

05-doubleSigmoid α-double sigmoid r1 = (Q1/2 −Q05th), if x < Q1/2

r2 = (Q95th −Q1/2), otherwise

01-Trimming α-Trimming α = 1

05-Trimming α-Trimming α = 5

01-Winsorizing α-Winsorizing α = 1

05-Winsorizing α-Winsorizing α = 5

Normalization function comparative study experimental setup for parameterization of func-
tions given in Table 4.1. 11 normalization variation with five transformation functions
are devised for this experiments to find the robust one for our segmentation framework
processing large-scale multicenter MR data. Briefly, mean, median, trimmed mean, and
winsorized mean are tested for locational parameter and range, IQR, standard deviation,
(Q99th −Q01th), and (Q95th −Q05th) are tried for dispersion parameter.
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absolute volume to the gold standard, and the larger ICC(C) reflects more consistent

relative relation with the gold standard, where an additive transformation serves to

equate them [97]. In both cases, the larger ICC is, the superior the segmentation ac-

curacy is in terms of the correspondence to the gold standard. The result is organized

by the performance in decreasing order from top to bottom.

11 normalization function variations are all served to promote accurate subcor-

tical segmentation. Among those 11 approaches, two normalizations of using ‘trim-

ming’ and ‘linear (min/max)’ display inferior to others. Note that double sigmoid

transformation with α = 01 presented the best correspondence of the automatic seg-

mentation to the manual trace. Although double sigmoid transformation with α = 01

and 05 are ranked at the highest performance (Figure 4.3), note that the other eight

normalization N functions show vary similar performance each other in improving

segmentation accuracy.

The improvement upon the region-specific normalization technique is formally

tested by a two-tailed paired t-test. Relative overlaps between manual and auto

delineation from each approach from the 10-cross validation experiment are paired

and statistically tested against the one without normalization. The result indicated

that there are statistically significant differences in relative overlap between with and

without normalization for subcortical segmentation, as p-values shown in Table 4.3.

All the improvements with 11 normalization methods are statistically significant and

the smallest p-value are observed with the top ranked approach, Double Sigmoid.

In other words, the region-specific normalization approach with any choice from 11
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Figure 4.3: ICC(A) (solid circle) and ICC(C) (empty circle) dot graph is shown for
11 normalization strategies as well as raw data without normalization (None). All six
structures are tested and plotted with different colors. ICCs lower bound suggested
by Shrout [145] also presented as a red line. 12 methods’ name on the left-hand
side are ranked by its average performance over six structures from the top. That
is, ‘01 and 02. double sigmoid’ and ‘03. ZScore’ presented top three best average
performance over six structures based on ICC. Also note that any normalization
benefits the performance than the one without normalization ‘12. None’.
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functions effectively advances segmentation accuracy and also the rank of ICC is well

reflected in the statistical test.

Table 4.3: All 11 normalization strategy significantly improved segmentation accuracy
in respect to the relative overlap to the manual traces.

method accu caud glob hipp puta thal
D. Sig (Q01th) 1.57·10−4 3.42·10−3 2.77·10−5 1.03·10−3 2.26·10−5 1.62·10−4

D. Sig (Q05th) 1.94·10−4 6.52·10−3 1.17·10−5 9.67·10−4 1.67·10−5 1.46·10−4

zScore 2.80·10−4 8.73·10−3 1.82·10−5 1.64·10−3 1.17·10−5 8.24·10−4

Sig. (Q05th) 1.62·10−4 1.31·10−1 1.61·10−5 1.11·10−3 1.73·10−5 3.60·10−4

Winsor. (Q01th) 7.79·10−4 5.24·10−3 1.07·10−5 1.40·10−3 1.40·10−5 1.21·10−3

Sig. (Q01th) 1.38·10−4 7.89·10−2 1.39·10−5 1.17·10−3 2.46·10−5 2.49·10−4

IQR 1.98·10−4 2.93·10−1 1.18·10−5 1.33·10−3 2.31·10−5 1.26·10−3

Winsor. (Q05th) 2.80·10−4 1.13·10−2 1.08·10−5 1.51·10−3 5.73·10−6 2.66·10−3

Linear 1.53·10−2 1.80·10−4 9.26·10−2 2.35·10−2 1.43·10−2 8.88·10−3

Trim. (Q01th) 8.83·10−2 5.51·10−2 2.31·10−1 9.85·10−1 2.65·10−1 6.89·10−2

Trim. (Q05th) 9.25·10−2 5.55·10−2 3.26·10−1 8.48·10−1 1.74·10−1 7.20·10−2

All 11 normalization strategy significantly improved segmentation accuracy in respect to the
relative overlap to the manual traces. Paired t-test is conducted for all 11 normalization
method against the one without normalization, denoted as None from the results of 33
paired segmentation results for all six subcortical structures: nucleus accumben (accu),
caudate nucleus (caud), globus pallidum (glob), hippocampus (hipp), putamen (puta), and
thalamus (thal). 11 normalization transformation includes double sigmoid (D.Sig.) α =
1 and 5, sigmoid (Sig.) α = 1 and 5, z-Score, min/max, IQR based linear transform,
Winsorizing (Winsor.) α = 1 and 5, and Trimming (Trim.) α = 1 and 5. Also note that
the methods are organized from top to bottom based on six structures’ average performance
with regard to ICCs.

4.4 Discussion

Impact of Region-Specific Normalization: Experiments showed that the

region-specific intensity normalization enables a successful segmentation of subcortical

structures across a wide range of input image characteristics with as much accuracy
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Table 4.4: Statistical significant of all 11 normalization variation against Double
Sigmoid (alpha = 1), one of the best performed normalization transform

method accu caud glob hipp puta thal
D.Sig(Q05th) 5.28·10−1 3.59·10−1 1.71·10−2 4.41·10−1 5.74·10−1 3.23·10−1

zScore 4.93·10−1 1.76·10−1 1.72·10−1 1.29·10−2 2.97·10−2 8.35·10−3

Sig.(Q05th) 9.64·10−1 1.01·10−3 3.21·10−1 8.55·10−1 7.47·10−1 8.67·10−3

Winsor.(Q01th) 1.13·10−1 5.67·10−1 6.96·10−2 4.56·10−2 2.22·10−1 1.78·10−2

Sig.(Q01th) 5.14·10−1 1.21·10−3 2.88·10−1 5.55·10−1 7.26·10−2 3.62·10−2

IQR 9.11·10−1 1.51·10−3 2.53·10−1 8.86·10−1 3.39·10−1 1.66·10−4

Winsor.(Q05th) 2.46·10−1 1.51·10−1 4.50·10−1 3.88·10−2 6.59·10−1 2.36·10−3

Linear 8.70·10−3 2.05·10−1 4.98·10−8 2.97·10−4 2.58·10−5 2.75·10−7

Trim.(Q01th) 3.02·10−6 5.38·10−2 1.32·10−7 5.04·10−4 4.33·10−8 1.82·10−8

Trim.(Q05th) 1.14·10−6 5.56·10−2 1.10·10−7 3.06·10−4 7.17·10−8 1.08·10−8

None 1.57·10−4 3.42·10−3 2.77·10−5 1.03·10−3 2.26·10−5 1.62·10−4

Statistical significant of all 11 normalization variation against Double Sigmoid (alpha = 1),
one of the best performed normalization transform. As methods are organized based on
their performance, note that statistical differences from Double Sigmoid (alpha = 1) to
both method at the top two rows, double sigmoid (alpha = 5) and zScore based linear
transform, are the smallest among all other methods.

as manual methods. We believe that the success is primarily due to adequately en-

hanced structural boundaries in the scene while preserving consistency of biological

contents across scans. For the in-vivo application, we have carefully selected two

normalization N approaches after considering individual performance: IQR-based

and linear (min/max). The IQR-based normalization strategy was primarily used

for its computational simplicity except for caudate nucleus; linear (min/max) trans-

formation function was handpicked only for caudate nucleus due to its exceptional

performance. Associated performance variations are reported in Figure 4.3.

Relative Spatial Location of Caudate: One should note that only cau-

date nucleus showed the best performance with the linear (min/max). For the rest of

ROIs the segmentation accuracy rather unacceptable with the linear (min/max) (Fig-
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ure 4.3). That is, only caudate nucleus results in distinguished behavior: superior

performance with the linear(min/max) normalization. One explanation why cau-

date nucleus displayed different behavior than others could be found from its relative

spatial location against neighbored tissues.

For the candidate nucleus candidate region, characteristics of the computed

statistics are distinguished from other (Figure 4.4): 1) minimum statistics (red box)

is more stable (a thin box) and 2) mean, median, and quantiles are more unreliable

(a wider boxes) than other structures. It is obvious that, from the statistics as

described above, caudate nucleus is better described by its minimum and maximum.

The caudate nucleus is, therefore showed the best performance with the normalization

function using min/max values, linear(min/max).

The different statistics of the caudate nucleus region is due to its relative

spatial location. Caudate nucleus is adjacent to all three tissue types, including WM,

GM, and CSF. Meanwhile, the rest of five subcortical ROIs shares boundaries only

to the WM or other GM structures, but CSF. That is, the descriptive statistics of

caudate nucleus region is under the CSF influence, which presents exceptional dark

and bright intensity in IT1 and IT2 , respectively. In addition, the portion of CSF

that is involved in the statistic computation also depends on the brain morphology

and registration performance in the candidate-region identification step. As a result,

the quantiles of the caudate nucleus region are to be unstable.
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Figure 4.4: Multiple region specific statistics of intensity scaled to between (0, 1)
and computed in the candidate regions of interest identified by deformed priors. In
general, each statistics shares similar trends but 25th quantile of caudate nucleus
shows large variation across scans (wider blue box than other structures).
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Visiting Failure/Success Cases Depending on the Choice of Normal-

ization: As we mentioned above, each structures of interest have its own favorable

normalization strategy (Figure 4.3). From our years of experience in the large-scale

data processing, we know that there is always possibility for an algorithm to fail even

with a very careful design and testing. To our knowledge, there is no shortcut to

identify failures or outliers and improve the method other than exposing algorithm

to real-world data. There is no ‘One-Size-Fits-All’ solution. It is also important to

try out the method on outside development data to ensure the method carries on

applicable parameter set for real-world data.

To give some more intuitive sense of how each structure segmentation results

greatly depends on the choice of normalization function, here we provide failure and

success samples of caudate nucleus and putamen. As we discussed earlier, caudate

nucleus was the best coupled with the linear (min/max) while other ROIs, including

nucleus accumben, putamen, globus pallidum, thalamus, and hippocampus, do not

work well with it. Relevant examples are provided in Figure 4.5. The Figure 4.5

shows that both success (outlined) and failure (filled) of caudate nucleus and puta-

men from two independent scans. By using linear (min/max) normalization approach,

the segmentation algorithm succeeded for caudate nucleus (outlined in Figure 4.5a)

but failed for putamen (filled in Figure 4.5b). Similarly, the segmentation approach

with IQR-based normalization excellently segmented the putamen (outlined in Fig-

ure 4.5b) but underestimated the caudate nucleus (filled in Figure 4.5a). From these

cases, it is obvious that different normalization method have a substantial effect on
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the segmentation results visually and quantitatively. This visually unpleasant seg-

mentation results did not observed in our 32 training data set, even with 10-fold cross

validation study. This scan has randomly been tried and identified as a failure by

visual inspection process.

4.4.1 Summary & Conclusion

We evaluated potential benefits of total 11 intensity normalization strategies

to our brain subcortical segmentation framework. The 11 variations of intensity nor-

malization are originated from five main transform functions. For evaluation criteria,

segmentation accuracy measured in ICC(A) and ICC(C) via 10-fold cross validation

were employed. A series of contrasting experiments revealed significant benefits of

all 11 region-specific normalization approaches. All the improvement achieved by 11

normalizations were statistically valid with some degree of variation (See Table 4.3).

Of 11 normalizations, the best normalization strategy of Double Sigmoid (alpha = 1)

resulted in the best performance on average comparing to rest methods. One should

note that robust choice of normalization may differ based on disease state or scan-

ning characteristics for a particular data set. In the our segmentation framework, it

is obvious that the any choice of normalization strategies other than trimming ad-

vances the segmentation performance. The proper choice of function and statistics

for region-specific normalization secured the excellent robustness level of our segmen-

tation framework.
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(a)

(b)

Figure 4.5: Failure and Success of Segmentation for left caudate nucleus 4.5(a) and
right putamen 4.5(b). Two normalization methods are utlized on this example: 1)
linear (min/max) and 2) IQR-based normalization. When linear (min/max) nor-
malization is employed in the segmentation framework, the segmentation algorithm
failed for the caudate nucleus but succeeded for the puatmen. On the other hand, the
segmentation framework with the IQR-based normalization showed an excellent seg-
mentation accuracy for the putamen, but underestimated the caudate nucleus. From
these cases, we clearly see that different normalization method have a substantial ef-
fect on the segmentation results visually and quantitatively. This visually unpleasant
segmentation results did not observed in our 32 training data set, even with 10-fold
cross validation study. This scan has randomly been tried and identified as a failure
by visual inspection process.
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CHAPTER 5
FEATURE IMAGE SELECTION

A successful automatic segmentation tool requires the ability to identify and

augment features that best characterize regions of interest consistently for a wide

range of MR imaging characteristics. The quality of features is also crucial, especially

for delicate structures of interest in human brain. We identified a set of features

from the literature that includes primary edge-detectors, high-order image descriptors

including statistical features [143, 88, 155], geometric moment invariant features [176],

and multi-scale features [133, 118]. For this discovery feature set, we investigated a

few subsets by effectively adapting a hierarchical feature forward selection approach.

Through a series of comparative experiments, the gradient magnitude sum image from

the T1- and T2-weighted images was found to be the best for the MR subcortical

structures. We provide the detailed results of each experiment and discuss the effects

of each feature-enhanced image on the subcortical segmentation accuracy.

5.1 Introduction

MR images hold a rich landscape of information about soft tissues in the

human brain, but identifying the most relevant information is a complex endeavor.

Although the relevant information is easily available to human experts, the process

of delivering this wealth of information to machine-learning algorithms via feature-

enhanced images is still a challenge. Informative feature-enhanced images effectively

guide a ML-based tool to build a rigorous brain MRI segmentation model. This study
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is designed to identify the most advantageous feature-enhanced images to enhance a

robust processing of multicenter large-scale MR data.

There exists several possible feature-enhanced images that describe the essence

of the scene such as edges, sub-region or other salient characteristics, etc. These

feature-enhanced images provide a higher level of semantics effectively to the algo-

rithm, compared to raw, non-processed images. Of numerous feature images available

in the field, one might naively assume that all possible images should be included to

deliver as much information as possible. This approach, however, has drawbacks, for

instance it increases computational complexity which can lead to intractable prob-

lems. Generally, feature selection in a supervised learning task aims to reduce the

number of dimensions (features) considered in a task [1] while maintaining all the

relevant information to improve performance and accuracy.

Correct feature selection is important for successful and efficient segmentation

tool development. Furthermore, it was reported that the most machine-learning algo-

rithms can be adversely affected by the input including irrelevant and/or redundant

information [63]. Therefore, it is crucial to identify a adequate set of features that

is minimally sized and maximally informative for a robust and accurate automated

segmentation tool.

We discuss features extracted for brain subcortical segmentations from MR

images and describe the process of feature image selection to improve performance of

the segmentation framework.



www.manaraa.com

130

5.2 Background

Machine-learning provides a powerful mechanism for making predictions, as-

suming the availability of training instances defining the learning task. In the machine-

learning task, algorithms are provided a finite training set of labeled vectors, or

instances from which to induce a predictive machine-learning model. This machine-

learning model, in turn, is used to class label from unseen instances. Thus, in the

building of a machine-learning model, the classification information that is inherent

to the feature is of foremost importance [86]. We first visit feature subset selection

method paradigm (Section 5.2.1) and followed by descriptions of feature-enhanced

images used in this study (Section 5.2.2).

5.2.1 Feature Subset Selection

Feature subset selection attempts to reduce the number of dimensions con-

sidered in training to maximize the performance of the machine-learning algorithm.

The goal of feature selection procedure is to identify the most relevant features while

eliminating redundant and unrelated ones that can adversely affect on segmentation

performance. Feature subset selection is an active research area, so we briefly intro-

duce basic procedure that can be adapted to improve segmentation performance.

Feature selection should be employed so it effectively improves accuracy on

its task. Theoretically and intuitively, it seems natural to utilize all the information

at hands for the best prediction. In practice, however this approach suffers from the

curse of dimensionality. That is, as the number of features in a induction (classifica-
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tion) task increases, computational complexity grows dramatically. It is often stated

that when the set of features is sufficiently large, many machine-learning algorithms

are simply intractable [86, 63]. In addition, the learning process is further exacerbated

since many features may either be irrelevant or redundant to other features [86]. In

this context, such features serve no purpose except to increase computational com-

plexity [86]. Furthermore, feature selection is required when features are expensive

to obtain or when one wants to extract meaningful relationship between features and

class labels.

In general, a feature selection procedure requires two main components: 1)

an objective function to accurately evaluate these candidates and 2) a strategy to

accordingly select the candidate subsets. Rest of sections describes the objective

function of our choice in this study (Section 5.2.1.1) and a approach to effectively

drive a proper feature subset from the available feature domain (Section 5.2.1.2).

5.2.1.1 Objective Function

In general, an objective function could be drawn from two types: a filter type

or a wrapper type. The filter type evaluates each feature subset according to its

information content, e.g. interclass distance, statistical dependency, or information-

theoretic measures. In contrast, the wrapper type directly utilizes a classifier model

to evaluate a feature subset relying on prediction accuracy. Since the true prediction

accuracy is usually unknown, the wrapper type estimates the prediction accuracy by

means of statistical resampling such as boosting, or the hold-out method.
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Advantages and disadvantages exist in the choice of objective function. Ta-

ble 5.1 summarizes the characteristics of each type for feature subset selection. It

is commonly observed that the filter type is more time efficient in comparison to

the wrapper type more generalizable since it is built solely upon information pre-

sented in the training set, such as correlation and mutual information, independent

of the machine-learning model. On the other hand, the result feature subset from the

wrapper is optimally specific to the classifier under consideration [3] and is known to

achieve better recognition rates, (i.e. prediction accuracy), because it is built upon

the specific interactions between the classifier and the dataset. That being said, while

the wrapper type could lead to an optimal subset for the classifier, the result subset

may not be generalizable. The wrapper type, however, has a slower development

process since the subset selection is based on the classifier model which requires the

thorough complete machine-learning process containing all iterative procedures in

training and testing.

5.2.1.2 Sequential Forward Subset Selection

(FSS) of Features

One of commonly used approach in feature selection is the sequential forward

subset selection (sequential FSS) strategy. The basic procedure of the sequential FSS

method is intuitive and simple to understand. The sequential FSS procedure [131] is

as following:
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Table 5.1: Properties of Objective Functions: Filter vs. Wrapper Type

Type Example functions and Pros (+) & Cons (−)

Filter Correlation coefficient, distance metric, interclass distance, etc.

(+) Faster cycle of testing

(+) Generality of result feature set

(−) Possible large subset selection

Wrapper Machine-learning model itself

(−) Slower testing cycle by building entire machine-learning model

(−) Lack in generality of result feature set (Very specific to the target

wrapper)

(+) Generally resulting in the model with higher prediction accuracy

Algorithm 3: Feature forward selection

Input: feature setS

Output: selected feature set O

Start with the empty set Y0 = ∅ ;

Select the next best feature x+ = argmaxx/∈YkJ(Yk + x).;

Update Yk+1 = Yk + x+; k = k + 1.;

Go to 2, checks the improvement. ;
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Another popular feature selection approach is backward sequential selection

(BSS), which can outperform sequential FSS in certain cases. In contrast to FSS,

BSS begins with all features and repeatedly removes features when removal yields

a performance improvement [1]. In our work we choose FSS based on the need to

minimize both memory and processing resources in the development process. Due to

the volume of our data, increasing the number of involved volume leads to cumulated

memory usage and processing time, which in turn, adversely affect on a prompted

development process due to time resources. The interested reader can refer to [1] for

a detailed description and discussion between BSS and FSS.

5.2.2 Feature-Enhanced Images

Our feature set domain of feature-enhanced images, provides information to

enable our algorithms to segment regions of interest based on the quality of the

description. Information provided to the algorithm is usually limited to a local (pixel)

level description of object rather than global level. Figure 5.1 shows an example of the

discrepancy between local and global information perceived by machine and human

observers respectively: from the left to the right, the Figure 5.1 shows MR brain

image, zoomed-in views of a local scene, and a MR brain image with expert’s traces.

Edges of objects are not obvious to a human observer from the local view on the right

hand side. This information gap between algorithm and expert leads to a failure of

automatic delineation of desired objects. Feature images , including edges, brightness,

texture, and shape distributions, can fill the ‘semantic gap’ between what humans
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perceive as an object and what objects the algorithm can recognize.

(a) (b)

Figure 5.1: Semantic gap between information what human expects and what ma-
chine gets. The figure shows a MR brain (5.1a), MR brain with expert traces (5.1b),
and zoomed-in views highlight the local information at the edge. Objects are identi-
fiable to a human at the global view but it is too ambiguous to determine a precise
boundaries from the localized scene. The algorithms are usually trained on the local
information, where no obvious boundaries may exists.

To maximize the semantic information given to our segmentation algorithm,

we have identified a number of features of brain MR images from literature and visu-

ally inspected them for its practical usefulness. Types of identified feature-enhanced

images are sub-divided into “edge-enhanced group” and “descriptive-subregion

group”. A subset of identified features are shown in Figure 5.3 and descriptions are

given in the rest of this section.

To acquire robust feature-enhanced images, an anisotropic diffusion filter has

been applied both on T1 and T2 modalities (denoted IT1 and IT2, respectively) and
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tested for their contribution to our segmentation. There are strong indications that

the first stage of the human visual perception system has a large set of filter banks,

where not only filters at multiple scales but also multiple orientations are present [15].

Perona et al.[117] presented another Gaussian smoothing operator, which compute

coarse ‘semantically meaningful’ edges of the scene: anisotropic diffusion filter. These

denoising step with anisotropic diffusion filter are used as a pre-processing step to

reinforce the processing robustness by minimizing noise in scans rather than to provide

a new set of feature images.

5.2.2.1 Edge-enhanced Feature Images

Gradient magnitude (IGM) A gradient magnitude detects the edges at which pix-

els change their gray-level relatively suddenly. A gradient magnified images from

IT1 MRI is shown in Figure 5.3a. Sum of gradient magnitude image of those IT1

and IT2 images computed according to the Equ. 5.1 to incorporate the gradients

information from both multi-modal images.

GM(T1, T2) = |5fT1|+ |5fT2| (5.1)

|5f | =

√(
∂f

∂x

)2

+

(
∂f

∂y

)2

+

(
∂f

∂z

)2

(5.2)

Sobel operator [148] (ISobel) One of the most traditional and popular edge de-

tecting filter, Sobel operator, is also employed for this comparative test. Sobel

operator also detects edges and example is given in Figure 5.3(b).

Multi-scale Edge (IEm(I)) It is known that edges could be varied in different reso-

lutions as Figure 5.2 shows edge-detected images at different scales. We could
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expect that the edge information at a coarser scale brings out global information

while one at a fine scale underlines sufficient details of the scene. We combined

multiple edge-detected images at different scale to effectively identify edges at

global and local level for our region of interest. We have produced a combined

edge image specifically by using Canny edge detection algorithm.

EmultiScaleEdge =
∑
i

eσi ,

where eσi is a canny edge detected image at a standard deviation σ level of i.

Figure 5.3(d) show an edge-combined image from Canny with σ = 3, 6, 9, and

12 respectively. For readers who are interested in detailed aspects of multi-scale

features and their justification are well described in [133, 118].

(a) T1 σ = 3 (b) T1 σ = 6 (c) T2 σ = 9 (d) T2 σ = 12

Figure 5.2: Edges detected at different scale is known to deliver fine to coarse bound-
ary information. The figure shows an example of IT1 filtered with canny edge filter of
σ = 3, 6, 9 and σ = 12. In this example, the finest edges are detected at scale σ = 3
(Figure (a)) and the crudest edges are shown with σ = 12 (Figure (d)). Feature im-
ages that collaborated edges detected at multiple scales are provided as a candidate
feature-enhanced image for our segmentation framework.



www.manaraa.com

138

5.2.2.2 Neighborhood Statistic-based feature

images

Mean (IMean(I,r)) Mean filtered images with radius r = 3 was selected for testing.

Figure 5.3(e) show mean filtered images with r = 3 applied at IT1 and IT2 MRI.

Median (IMedian(I,r)) Median of neighborhood size with r = 3 was computed. Me-

dian is a locational parameter in descriptive statistics indicating a very middle

of the value between neighbors. Figure 5.3(f) shows examples of median filtered

image with IT1 and IT2.

Standard Deviation (IStd(I),r) Standard deviation of sub-region images are one of

simple but not very commonly used in the image processing since it is not intu-

itive at first sight. The computation is very similar to mean or median images

above but just calculates for standard deviation instead of mean or median in

the sub-region. Standard deviation could be thought as an inhomogeneity mea-

sure of a selected region. It often called as a texture descriptor as it present a

property of region. Standard deviation feature image computed as a candidate,

where neighbors are limited by r = 3 (Figure 5.3 (g)).

5.2.2.3 Higher Level Semantic feature images

Geometric moment invariants (IGMI) Geometric moment invariants have suc-

cessfully used in some medical image processing, especially registration. We

have computed GMIs as candidates (See Figure5.3 (c)).

Posterior from BRAINSABC (IPosterior(T issue)) BRAINSABC, which is a bias field
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correction module in BRAINS Tool, computes posterior probabilities of brain

tissues: grey matter, white matter, and cerebrospinal fluid (CSF). The example

of sub-cortical grey matter posterior is shown in the Figure 5.3(h).

(a) T1 GM (b) T1 Sobel (c) GMI Edge (d) Multilevel Edge

(e) T1 Mean(r=3) (f) T1 Median(r=3) (g) T1 Std (r=3) (h) WM Posterior

Figure 5.3: Feature-enhance images example used in this study for their effect on
segmentation accuracy for subcortical structures. Edge-enhanced images are placed
at the upper row in the Figure (5.3(e) 5.3(h)) and region-enhanced images are shown
at the bottom row (5.3(e) 5.3(h)). Feature-enhanced images are commonly incorpo-
rated as input for the automated segmentation framework to provide semantically
meaningful information about voxel.

5.3 Experiment and Result

To build a custom subset of feature-enhanced images efficiently and effec-

tively, we have employed a hierarchical ‘sequential feature forward selection’ (FSS) ap-
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proach. First, we divide all the identified feature-enhanced images into two sub-groups

based on context of feature information: edge-enhanced group and descriptive-

subregion group. For instance, while the first group includes all the primitive edge-

enhanced images, the second group, descriptive-subregion image group, encompasses

the statistic-based feature images that are computed on a neighborhood area and

therefore carries higher level semantic. Upon both experimental subgroup of feature

images, we conducted a 10-fold cross validation to compare segmentation accuracy

across feature-enhanced images for large-scale multicenter data. Following Table 5.2

shows the corresponding feature subset that are used in this paper.

The comparative experiments suggests two feature-enhanced images that dis-

played an superior performance in terms of ICCs: gradient magnitude (IGM) and

standard deviation (IStd,3) as shown in Figure 5.4. Those two candidates are one

from each group of the edge-enhanced group and the descriptive-subregion group,

respectively. The reported ICCs are averaged across four intensity normalization ap-

proaches, including double sigmoid (α = 01), IQR, Linear, as well as no normalization

and plotted adequately in decreasing manner from top to bottom. For the both group,

while all eight features improve the segmentation accuracy to some extent, the degree

of gain decreases as following:

edge-enhanced group: IGM > ISobel > IEm(T1) > IGMI

descriptive-subregion group: IStd(T1,3) > IMean > IMedian > IPosterior(WM).

Further details of independent performance comparison of the four intensity normal-

ization experiments are also given in Appendix A.4.
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Table 5.2: Feature Subset List

Acronym a set of images that are used

original image of T1 and T2:

Raw T1 {IRawT1|AC-PC Aligned T1}

Only {IT1|Bias correctied T1}

T2 {IT1, IT2|Bias corrected T2}

subset of edge features:

SG {IT1, IGM(T1,T2)}

GM {IT1, IGM(T1)}

Sobel {IT1, ISobel(T1,3)}

GMEEdgeInformation {IT1, IGMI}

subset of region information features:

MultiCannyT2S5 {IT1, IEm(T1)}

Mean {IT1, IMean(T1,3)}

Std {IT1, IStd(T1,3)}

Median {IT1, IMedian(T1,3)}

WM Posterion {IT1, IPosterior(WM)}

subset of two feature images:

SG Std {IT1, IGM(T1,T2), IStd(T1,3)}

T2 SG {IT1, IT2, IGM(T1,T2)}

T2 Std {IT1, IT2, IStd(T1,3)}

subset of three feature images:

T2 SG Std {IT1, IGM(T1,T2), IStd(T1,3)}
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Figure 5.4: Comparative study for Feature Subset Image Selection: edge-enhanced
group: ICC for edge-enhanced images. For four edge-enhanced images of ,
f ∈ {ISobel, IEm(T1), IGMI , IGM(T1)} contribution of each images to the segmentation
framework are compared from the subset {IT1, If} in terms of average ICC across
four intensity normalization approaches. Results are ordered according to its perfor-
mance rank from top to bottom. The figure highlights the most beneficial features of
IGM(T1) (01.GM) among those four feature images. The performance of segmenta-
tion based on IT1 only (05.T1Only) is also provide a baseline, which ranked at the
last, showing the worst performance with no aid from feature images.
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Figure 5.5: Comparative study for Feature Subset Image Selection:
descriptive-subregion group. Paired to the Figure 5.4, contribution of
feature images {IT1, If} from descriptive-subregion group (where f ∈
IStd(T1,3), IMean, IMedian, IStd(T1,3), IPosterior(WM)}) to the segmentation framework
is investigated and plots also ordered according to its performance rank. The
graph highlight the most beneficial features of IStd(T1,3) (01.Std03) in the
descriptive-subregion group. The performance of segmentation based on {IT1} only
(05.T1Only) is also plotted to provide a baseline, which ranked at the last, showing
the worst performance with no aid from feature images.
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We continue the next level comparative experiments against the candidate

feature images to finalize our custom feature subset. Two candidate feature-enhanced

images, one from each of two groups, are identified by above experiments: 1) IGM(T1)

(denoted as GM) showed the best performance enhancement from the edge-enhanced

group (Figure 5.4 and 2) standard deviation-based feature image IStd(T1,3) (denoted

as std) were the most promising candidate from the descriptive-subregion group,

(Figure 5.4). The experiments are designed to evaluate performance of subset among

four images; four images include two candidate features (IGM and IStd(I,r)), and IT1

and IT2 images.

Experiment results are summarized according to the order of correspondence

to manual traces of six subcortical structures as shown in Figure 5.6. As usual, ICC is

served as correspondence measure between the automated segmentation and the gold

standard (manual traces). In general, the subset that comprises IGM(T1,T2) ranked

at the top while the subset with both IGM(T1,T2) and IStd(T1,3) ranked at the second

top. Any subset of features advances the segmentation accuracy on average, and

the order is as following: {IGM(T1,T2)} > {IGM(T1,T2), IStd(T1,3)} > {IStd(T1,3)} >

{IT2, IGM(T1,T2), IStd(T1,3)} > {IT2, IGM(T1,T2)} > {IT2, IStd(T1,3)} > {IT1}. One

should also note that the inclusive subset of all four images are only ranked at 4

in this experiment and also IT2 adversely affects the segmentation performance.



www.manaraa.com

145

0.0 0.2 0.4 0.6 0.8 1.0

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

  
  
  
  
  
  

  
  
  
  
  
  

  
  
  
  
  
  

  
  
  
  
  
  

  
  
  
  
  
  

  
  
  
  
  
  

  
  
  
  
  
  

01. SG  

02. SG_Std  

03. Std  

04. T2_SG_Std  

05. T2_SG  

06. T2_Std  

07. T1_Only  

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●

●

agreement
consistency
accumben
caudate
globus
hippocampus
putamen
thalamus

Intraclass correlation coefficient

Figure 5.6: Segmentation accuracy contrasted for seven subsets
{IGM(T1,T2), IStd(T1,3), IT2, IT1} The results favors the subset {IGM(T1,T2)} to
the combined subset {IGM(T1,T2), IStd(T1,3)} in terms of average ICC over four
different intensity normalization strategies: none, linear(min/max), IQR-based
linear, double sigmoid (α = 1) normalization (See Section 4 for normalization
methods). Subset of features used here is selected based on the previous results
performed {IT1 , Ifeatureimage}, that identified the best performing features from
each of edge-enhanced group and descriptive-subregion group. Note that
experiment name is based on the features used in addition to IT1 and the method is
ranked from the top to bottom as numbered in front of each experiment name. One
should also note that the inclusive subset of all four images are only ranked at 4 in
this experiment and also IT2 adversely affect the segmentation performance.
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5.4 Discussion

Contribution of T2-weighted MRI to Segmentation Accuracy: Per-

haps surprisingly, the discriminating power of T2-weighted MR image (IT2) were quite

disappointing given that it is such a popular modality to collect together with IT1.

Figure 5.7 clearly depicts how IT2 has an impact on segmentation results. At first

glance, it is clear that feature set of {IT1, IT2} are better than {IT1}, experiments

denoted by ‘13 T2’ and ‘15 T1 Only’, respectively. The rest of results, however, sug-

gest that IT2 by itself may have an detrimental circumstances in terms of subcortical

segmentation task:

• 01. {IT1, IGM(T1,T2)} vs. 11. {IT1, IGM(T1,T2), IT2},

• 04. {IT1, IStd(T1,3)} vs. 12. {IT1, IStd(T1,3), IT2},

• 03. {IT1, IGM(T1,T2), IStd(T1,3)} vs. 06. {IT1, IGM(T1,T2), IStd(T1,3), IT2}.

All of above paired experiments point out the consequence of having IT2 into the

feature subset. It is worthwhile to note that even though the most of results IT2the

experiment with IGM(T1,T2), which derived from both IT1 and IT2, ranked at the

top. In other words, the information provided IT2 as it is may not be as beneficial

as the one extracted through the gradient magnitude filter. The possible cause of

this degraded segmentation accuracy when it involves IT2 is imperfect intra-subject

registration between multi-modal scans.

Feature-enhanced Images VS. Region-Specific Intensity Normaliza-

tion: To improve accuracy of segmentation framework, through out previous chapter

(Chapter 5) and this one (Chapter 4), two main factors were investigated indepen-
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Figure 5.7: All feature-enhanced images are compared in one plot with ICCs averaged
over four region-specific normalization strategies: none, linear(min/max), IQR, dou-
ble sigmoid (α = 1). The graph allows us to observe global tendency of each feature
contribution to the segmentation accuracy in comparison to each other. As we con-
cluded already, IGM(T1,T2) advances the segmentation accuracy the most while any
features were beneficial when it used together with IT1. Also note that performance
contrasted between 15-17 shows how our pre-processing steps improves segmentation
accuracy in terms of ICCs.
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dently for their effectiveness: 1) feature-enhanced images (Chapter 5) and region-

specific intensity normalization (Chapter 4). Our hypothesis was that those two

factors would have collaborative effect on the segmentation framework. We have ex-

perimentally proved that those two factors are all practically useful to some extent.

Here we discuss those two elements together, intensity normalization approaches and

the choice of feature-enhanced images, with regard to their contribution to the seg-

mentation framework.

As discussed in the Chapter 4, in general, any region-specific normalization

strategies are advantageous in terms of segmentation accuracy. In addition, any

feature-enhanced images, additional to the IT1, also advanced segmentation accuracy

in our framework, as well. The degrees of improvement, however, were varied to some

extent. Figure 5.8 and Figure 5.9 shows segmentation accuracy contrasted across four

selected normalization functions and subsets of features that we have tried:

Four Normalization Function Tested:

1. No normalization function,

2. Linear (min/max) normalization function,

3. IQR-based normalization function, and

4. Double sigmoid (α = 1) normalization function

Feature-enhanced Images Tested:

{IGM(T1,T2), IStd, ISobel, IMean, IMedian, IEm(T1), IGMI , IT1, IRawT1}
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To improve our understanding of sensitivity of two factors, the intensity nor-

malization and the feature subset selection, the cumulative plots across four nor-

malization strategies encompassing 17 feature subsets are presented in two places:

Figure 5.8 and Figure 5.9. The results suggest feature sensitivity increases when

no normalization strategy applied. That is, the region-specific intensity normaliza-

tion desensitize the segmentation algorithm performance against the feature selection,

therefore robust against choice of the features. The performance fluctuation is obvi-

ously severe without a normalization function (Figure 5.8a) comparing to other three

sets of experiments of linear (min/max) (Figure 5.8b), IQR-based (Figure 5.9a), and

double sigmoid (Figure 5.9b). We interpret this as following; once proper region-

specific normalization is applied, the segmentation accuracy is less influenced by the

choice of feature set that are used for the segmentation framework.

The primary design goal of region-specific normalization is to provide con-

sistent intensity across scans while preserving biologically relevant information, i.e.

boundaries, in the scene. As we discussed, automated tool development for robust

and consistent subcortical segmentation are very challenging because of inter- and

intra-scan intensity variation. In contrast to the machine, despite of those data incon-

sistency, trained experts often achieve accurate delineation with different scan types.

We mentioned that the feature-enhanced images are commonly devised to compen-

sate semantic gap between human expert and computer algorithm (See Section 5.2.2).

Our experiments, however, suggested that intensity normalization may play an more

important role in narrowing those semantic gaps for the machine-learning algorithm.
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Some rationales about the importance of normalization step are also stated in Weber’s

Law :

The contrast sensitivity is approximately independent of the background
luminance. (Weber’s Law)

Weber’s Law implies that relative changes in luminance are important [19]

and we can find partial explanation of where semantic gap is originated between

what human experts perceive and what machine-learning algorithm is given. Human

experts perceives regions of interest from the relative intensity changes in addition

to their pre-attained knowledge while machine-learning struggles to learn about each

structures based on absolute intensity values given as input (Figure 5.1). We believe

that our region-specific normalization allowed our ML algorithm to narrow down the

semantic gap by appreciating those relative changes. This was achieved through the

intensity-based normalization with a proper choice of robust statistics.

5.4.1 Summary & Conclusion

To build a custom set of feature-enhanced images for large-scale multi-site data

processing, wide variety of feature-enhanced images F are contrasted for their contri-

bution to our proposed segmentation framework. For eight feature-enhanced images

we identified, a series of experiments confirmed that the subset of {IT1, IT2, IGM(T1,T2)}

(or {IT1, IGM} for uni-modal scan session) effectively advanced the segmentation ac-

curacy the most. Instead of unrealistic exhaustive search of all the possible instances,

this study followed a hierarchical FSS to find a custom subset of feature-enhanced

images. The comparative experiments was sufficiently designed to narrow down the
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most profitable one among feature-enhanced images that carry similar information.

This selection procedure is also allow to avoid a chance to include redundant feature

images. We first sub-divided feature images into two sub-groups of features based on

their information characteristics: the edge-enhanced group and the descriptive-

subregion group. Then the performance of feature subset {IT1, IFeatureImage} were

contrasted within each group and the best feature-enhanced image from each group

are chosen: gradient magnitude image (IGM or IGM(T1,T2) for multi-modal dataset)

from the first group and standard deviation image (Std) from the second group. Those

two feature-enhanced images, IGM (or IGM(T1,T2)) and IStd, are then investigated fur-

ther. We have tested multiple combination subgroups from {IT1, IT2, IGM(T1,T2), IStd}

by investigation their contribution to the segmentation accuracy. Surprisingly enough,

adding region-enhanced feature Std to the edge-enhanced feature image IGM(T1,T2) did

not advance segmentation results (See Figure 5.6). The best and the only feature-

enhanced image for our segmentation framework turned out to be IGM(T1,T2) (or

IGM(T1) for single modality data), which we have long been used internally.
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CHAPTER 6
EVALUATION OF AUTOMATED SEGMENTATION METHOD FOR

LARGE-SCALE MULTI-CENTER LONGITUDINAL MR DATA

This chapter evaluated our proposed segmentation framework, BRAINSCut,

in terms of validity and reliability. Reliability is evaluated in three aspects: algorith-

mic reliability against various MR qualities, multicenter reliability by using traveling

human phantom data (THP), and repeated measure reliability through scan-rescan

data. We did not find any statistically significant differences between centers from

the THP data when we measured six subcortical volumes by BRAINSCut. We also

evaluated the sensitivity of measurement against degenerative disease status, repre-

sented by CAP group from PREDICT-HD study [92] as well as healthy controls.

Out of four groups for each six subcortical structures (twelve individual structures

in and right hemisphere), there was no statistically significant disease group effect

on the measurement stability when controlling for age and gender, except for left

caudate nucleus in high CAP group. BRAINSCut has been rigorously tested with

10-fold cross validation, and we also report a result of large-scale multicenter MRI

data from PREDICT-HD study; the success rate, visual inspection results. Sam-

ple examples demonstrate the validity of the subcortical segmentation results. Each

result is reported and discussed in-depth in this report.
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6.1 Introduction

Neuroanatomical investigation requires validity and reliability of an automated

segmentation method that targets understanding the functional-anatomical patterns

of brain. Slight differences in imaging methods could have a considerable impact on

the validity and reliability of morphometric measures. As noted in [76], the morpho-

metric measurement from brain MRI can be affected by multiple factors, including

hydration status of the subject, instrument related factors such as scanner manu-

facturer, field strength, head RF coil, magnetic gradient, pulse sequence and image

processing method. In addition, quality may differ across brain structures due to

variability in tissue intensity profiles and in modeling algorithms [175].

We engineered our framework explicitly for application to large-scale data.

The process of developing and validating an automated segmentation algorithm both

rely on reducing error. Empowered by high-throughput computing paradigm and

workflow environment (NiPype), the present study demonstrates a series of evalua-

tions of segmentation qualities that are coupled with the development process. We

demonstrate how the entire pipeline, encompassing processing framework and valida-

tion, is constructed by using NiPype and high-throughput computing resources.

Two main aspects of segmentation quality, validity and reliability, are illus-

trated and employed to evaluate our proposed framework. Validity of segmentation

quality is assessed with correspondence to the manual traces as well as with the visual

inspections. Reliability of the segmentation is then characterized by employing two

set of repeated scans: 1) traveling human phantom data and 2) scan-rescan data set.
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The remainder of this paper is structured as follows: Section 6.2 reviews the

recent validation study on large-scale MR data processing. Section 6.3 describes

our software environment and resources that maximized our iterative and effective

development procedure. Through Section 6.4 to Section 6.6 introduces evaluation

data and model with in-depth discussion.

6.2 Related Work

In the literature, few studies have been conducted for the validation of MR

brain processing collected at multicenter. The review study of this section is limited

only to those brain MR processing assessment study for multicenter research.

One of earlier studies by Jovicich et al [77] reported for the reliability of their

image distortion correction method on 1.5 Tesla multicenter MR data. The study

suggested that image intensity reproducibility of the human MRI can significantly

improved with their method and thus the method may offer improved reproducibility

in morphometry studies. Fu et al. [49] conducted a multicenter MR comparative study

and analyzed signal-to-noise ratio on those collected at multicenter but from a single

vendor (GE). Multi-center MR data comparison was also conducted by Fu et al. [49]

an restricted study for MR’s signal-to-noise ratio analysis for the data collected from

a single-vendor (GE). Their study stated that trends observed over time often depend

on center and on modality and scanner manufacturer.

Gouttard et. al, [58] presented a traveling human phantom study for quantita-

tive analysis of MRI including inter- and intra-center comparison. The study reports
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cross-center reliability, focusing on reproducibility, of automatic atlas-based segmen-

tation results for five subcortical structures, including amygdala, caudate nucleus,

hippocampus, pallidus (globus pallidus), and putamen in both left and right hemi-

sphere. The study showed the detailed degree of segmentation reliability between MR

data acquired from two centers with a unique MR vendor (Siemens).

A more complete reliability study of longitudinal and multicenter MRI data

was also reported in [78]. Scan-rescan reliability is reported in [102] for a single

site MR data with sample size estimation as well. Morey et al. [102] stated that

reliability was associated with the volume of the structure, the ratio of volume to

surface area for the structure, the magnitude of the interscan interval, and the method

of segmentation.

The validation study by Kempton et al. [80] carried on to assess the repro-

ducibility of their segmentation algorithms and FreeSurfer in the same subjects using

the same MRI scanner and pulse sequence on publicly available database, Open Access

Series of Imaging Studies (OASIS, www.oasis-brains.org). The study concluded

that both algorithm demonstrated high accuracy and good reproducibility but lim-

itation was observed in segmenting ventricular volume in patients with Alzheimer’s

disease or healthy subjects with large ventricles.

6.3 Method

Our open source software, BRAINSCut, encodes a family of machine-learning

techniques in the unified framework efficiently and flexibly. All the data has been
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processed by using identical procedures, including identical parameter set of pre- and

post-processing steps by using cluster computing resources provided at University of

Iowa. In section 6.3.1, we points out the importance of the software robustness for

the large-scale data analysis and introduce a set of software tools and environments

employed in this work. In Section 6.3.2, the report continues to the general flow of

the procedure.

6.3.1 Processing Large-Scale MRIs with our Proposed Tool

The robust tool development for large-scale and multicenter data processing

requires more than algorithmic procedural robustness. Developers also have to ensure

the software robustness across platforms, availability of infrastructures to execute in

timely manner, and repeatable evaluation procedure against large amount of data

for the cyclic development process. BRAINSCut software that we developed in this

study is putting continuous endeavor to meet those requirements by investigating 1)

software testing for multi-platform and environments, 2) high-performance and high-

throughput computing resources, and 3) NiPype, collaborative platform generating

language for neuroimaging software development [56].

Software Testing for Multi-Platform All the software developed are tested nightly
for multiple platforms including Mac OS-X and Linux by using CDash.

CDash is an open source, web-based software testing server, which
aggregates, analyzes and displays the results of software testing pro-
cesses submitted from clients located around the world. Developers
depend on CDash to convey the state of a software system, and to
continually improve its quality.

(excerpt from http://www.cdash.org)

HPC/HTC High performance and high throughput computing resources at Uni-
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versity of Iowa were extensively used to accomplish this research, to test and

analyze large-scale multi-center MR data. HPC/HTC are a recently emerging

paradigm and defined as following:

HPC (High Performance Computing) systems enable users to run a sin-

gle instance of parallel software over many processors.

HTC (High-Throughput Computing) serial systems are more suited to

running multiple independent instances of software on multiple processors

at the same time.

There are over 3000 multi-modal MRI sessions to be processed for analysis

and the processing takes about 12-18 hours per session data with 4-core

machine. The time suggested here is minimally calculated because however well

planned, in general, the quality of any software evolves through out iterative

development process between algorithmic advances and trials/evaluations.

HPC/HTC resources provide a wide variety of software and computing systems

that are highly parallel shared memory systems and distributed memory systems

(clusters). The paradigm of HTC, the use of many computing resources to do

repeatedly similar task, allows us to search for robust methodologies in terms

of multiple algorithms and feature groups in relatively short period time. In

addition, HPC/HTC made it possible for us to try larger testing cases effectively

so that all the unexpected cases can be visited for algorithmic improvements.

NiPype NiPype is ‘an open-source, community-developed initiative under the um-

brella of NiPy, is a Python project that provides a uniform interface to existing
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neuroimaging software and facilitates interaction between these packages within

a single workflow [56]

Neuroimaging in Python Pipelines and Interfaces is a processing framework

that easily creates an unified workflow for automating pipelines from multiple

software components for testing and development [56]. HPC/HTC resources

allow us to process a large amount of data simultaneously in a short period

time, which means that it also requires methods to control and examine the

large number of processed data more effectively.

All the repeated experimental trials as well as full framework including pre-

and post-processing of segmentation are all constructed within NiPype workflow

for effective testing and deployment. The pipeline and software packages are

publicly available at https://github.com/BRAINSia/BRAINSTools.

The automated pipeline of our segmentation framework is summarised in Fig-

ure 6.1 and the resulting Nypipe workflow for results analysis is shown in Fig-

ure 6.2. These two coupled workflows are constructed to automatically configure

necessary inputs, and conduct experiments based on the configuration file, and

generate a brief report about the experiments. This automation of experiments

greatly shorten the development process for finding optimal parameters of our

automated segmentation framework.
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crossValidationWF

probMapFilenameGenerator (utility)

probabilityMapGeneratorND (utility)

applyND (utility)

vectorCreatorND (utility)

configFileND (utility)

trainND (utility)

balanceND (utility)

combineND (utility)

LabelDS (io)

Figure 6.1: NiPype workflow is designed to augment necessary software components
to conduct cross-validation. The workflow graph generated automatically based on
the NiPype script. The workflow is designed to take in a single configuration file,
which describes all the necessary inputs and parameter arguments. This minimizes
operator’s intervention effectively. This cross-validation workflow contains processes
of region-specific prior generation (probMapGeneratorND, ND for node) input vector
creation including balancing the number of vectors between classes (ROIs) (vector-
CreatorND, balanceND, and combineND), training (trainND) from testing data set
and applying (applyND) on the hold-out data set for k-fold validation. The automa-
tion of the testing process is required to effectively employing HPC/HTC resources.
Detailed graph including specific I/O is also given in Appendix Figure A.7
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outputDataCollector

experimentalND (utility)

summaryND (utility)

IN

experimentalND

utility

 

OUT

outputCSVFilename

IN

inputCSVFilename

summaryND

utility

 

OUT

Figure 6.2: Nipype workflow, which automatically augments necessary software com-
ponents and conducts analysis on the results generated from the pipeline presented
in Figure 6.1. Left shows the brief workflow and right graph shows the connection of
input and output from experimentalND to summaryND. These two automations of
segmentation framework and analysis phase have greatly reduced developers’ inter-
actions for the development while highly utilizing HPC/HTC resources by providing
automatically generated result analysis documents and charts.

6.3.2 Image Processing

Acquired scans are processed through a fully automated procedure, BRAINS

Auto Workup (BAW), improved with SyN registration from the Advanced Normal-

ization Toolkit in the BRAINSTools package. Note that the proposed segmentation

algorithm, BRAINSCut is now an integral part of the BAW. All the scans begin with

visual inspection of the raw data so that only images of sufficient quality are subjected

to further processing. Each dataset, T1- and/or T2-weighted images, are processed

together to improve the robustness of the procedure from complimentary information

provided by multiple modalities and repeated scans. The best-rated T1-weighted im-

age is spatially normalized based on prominent landmarks in MRI, including anterior

(AC) and posterior commissure (PC), and mid-sagittal plane. The remaining scans

acquired of the same session are then rigidly aligned to the AC-PC aligned T1 image,

and simultaneously processed by the automated bias-field correction (ABC) algo-
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rithm, BRAINSABC. For each given modality, BRAINSABC produces an average of

independently bias-field corrected MR images resampled in 1mm×1mm×1mm and

their respective corresponding 17 tissue probability maps, including white matter,

grey matter, and CSF. At this point, all longitudinal scan sessions for given subjects

are used jointly to build a subject specific atlas that best represents the average lon-

gitudinal shape with respect to minimum mean square error of displacement. This

joint session template building is a normalizing step that uses the all scan sessions for

a given subject to maximize consistency of subsequent measurements across scanner

variation inherent in long-running longitudinal studies. The resulting data set of bias-

corrected average T1 and/or T2 images are subsequently segmented for subcortical

structures using an automated segmentation framework, BRAINSCut. BRAINSCut

employs robust random forest machine learning that has been validated on multi-site

MR data. The subcortical structures of interest include nucleus accumben, caudate

nucleus, putamen, hippocampus, and thalamus. The result of this procedure were

again visually inspected and resulted in a success rate greater than 90%. All the de-

velopment processing was blinded to clinical data, such as HD gene-expansion status,

gender, and age.

6.3.3 Quality Assessment in terms of validity and reliability:

Our study provides evaluation of both validity and reliability of the segmen-

tation framework. As we briefly mentioned in the introduction of this study (Sec-

tion 6.1), there are two main criteria in determining the quality of measuring instru-
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ment/software : 1) validity and 2) reliability [85]. As we reviewed in the Section 6.2,

a number of validation studies among different segmentation algorithms have already

been conducted. Most of studies, however, only focused on the reliability but va-

lidity. We believe that providing segmentation validation study with regard to both

validity and reliability advances the understanding of current status of automated

segmentation framework, and so allows consequence quality studies derived from the

automated measures. In that respect, we evaluated our segmentation framework with

regard to those two indicators of validation: 1) validity and 2) reliability.

Validity is often defined as the extent to which an instrument measures
what it purports to measure. Validity requires that an instrument is reli-
able, but an instrument can be reliable without being valid. · · · · · · Validity
is the extent to which the interpretations of the results of a test are war-
ranted, which depend on the test’s intended use (i.e., measurement of the
underlying construct). · · · · · · Because there is no statistical test to deter-
mine whether a measure adequately covers a content area or adequately
represents a construct, content validity usually depends on the judgment
of experts in the field. (excerpted from [85] )

6.4 Multicenter Reliability Assessment through Traveling Human

Phantom Data

To assess multicenter reliability, the automated segmentation tool is applied

eight independent subcortical structure segmentations of five subjects taken from

eight sites. The evaluation data from this study is described in Section 6.4.1 and the

segmentation results with related discussions are given in Section 6.4.2.
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6.4.1 Data

We have utilized traveling human phantom (THP) data for validation of our

proposed tool. THP data consists of five subject scanned at eight sites repeatedly over

a month period. Note that THP data was originally planned and collected to evaluate

diffusion tensor imaging (DTI) process as reported in [94]. Eight sites participated in

this multicenter image collection consists of two MR vendors of distinguished imaging

histories: Siemens and Phillips. The sites involved in this study had either a Siemens

3T TIM Trio scanner (gradient strength =45mT/m, slew rate = 200 T/m/sec) or

Philips 3T Achieva scanner (gradient strength = 80mT/m, slew rate =200T/m/sec).

Five healthy control subjects were recruited into this multicenter imaging study after

informed consent was obtained in accordance with the Institutional Review Board

at each of the imaging sites. All five subjects were imaged at the eight sites within

a 30-day period. Collected data includes T1- and T2-weighted multi-modal MR

images, acquired using using three-dimensional (3D) T1 weighted (MP-RAGE) and

T2 (SPACE) sequences at each center.

Each MRI anatomical volume was processed with the standard BAW pro-

cedure 6.3.2. After visual inspection stage based on our standard protocol, seven

scan sessions are removed from further analysis due to the low quality of T1 images

(Marked as (X) in Table 6.1). The common reason of low score was a insufficient

coverage of whole brain region as shown in Figure 6.4, which, in turn, results in failure

of spatial normalization of BAW process.
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Table 6.1: THP Data Quality Report

Center Vendor
Visual Inspection Scores [T1s(repeat)/T2s]

THP 1 THP 2 THP 3 THP 4 THP 5

CCF Siemens 9/10 9/10 10/8 8/10 9/10

IOWA Siemens 9,4/8 10/10 8/8 8/6 6/10

MGH Siemens 10/7 10/10 8/8 8/9 10/8

UCI Siemens 10/9 8/10 9/10 8/8 9/8

UMN Siemens 7/7 8/8 10/9 10/8 8/8

DART Philips 10(2),0/10,0 10(5)/8 8/8 10(2),0/10 10(3),8,8/9

UW Philips 0/8 (X) 8/8 0/8 (X) 0/10 (X) 8/10

JHU Philips 0,0/8(X) 10,8/8 0,0/10 (X) 0,0/8 (X) 0,0/5 (X)

Quality report of THP data from the experts’ visual inspection. For each scans of a scan
session, visual inspection score ranges from one to ten for the worst (1) and the best (10)
image qualities. Each MR session can have multiple scans including more than one T1-
and T2-weighted images. Score S is reported T1 first and followed by T2 separated by
slash(/). If there is multiple scans that rated identical, the number of scans n are reported
in parenthesis: [ST11 , ST12 (n),... / ST21 , ST22 (n),.. ], where SI is a visual inspection score
for scan I. The only data rated above > 5 is proceeded to the standard BAW procedure
and acquired six subcortical structure segmentation results. Note that eight scans from UW
and JHU are excluded from processing because no T1-weighted image is remained after the
quality control.
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Figure 6.3: Traveling Human Phantom Low Quality Scored MR Image Example:
A Scan have an insufficient head region coverage to the posterior of brain. This
insufficiency leads to the failure at the pre-processing stage while taking the scan into
common AC-PC aligned space as described in Section 1.6.1.

6.4.2 Results and Discussion

Inter- and intra-center reliability are assessed through the THP results for six

subcortical structures. We focus on the automatic segmentation reliability between

repeated measures of identical subject. Inter- and intra-center reliabilities are mea-

sured in terms of coefficient of variation (CV). CV represents the ratio of the standard

deviation to the mean, and it is a useful statistic for comparing the degree of vari-

ation from one set of data to another (http://www.investopedia.com/terms/c/

coefficientofvariation.asp) regardless of absolute measurement unit:

CV =
σ

µ
× 100% (6.1)

Because the variance σ and the mean µ share the same units of measurements, the

units cancel out and leaves CV a dimensionless number [110]. In practice, since true

population mean µ and variance σ is usually unknown, CV is typically estimated with
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standard deviation s and sample mean x̄:

ĈV =
s

x̄
× 100% (6.2)

For multi-site study, the lower CV is desired as for small variation between sites. One

possible disadvantage of CV is when the mean is close to zero, the CV will approach

infinity and thus sensitive to small change in the mean. Keeping in mind its sensitivity

to the mean fluctuation in the case of small mean data, CV is mainly used to assess

inter- and intra-site reliability.

6.4.2.1 Volume Correspondence

Drived subcortical volumes from our proposed method displays small varia-

tions between repeated measures of same subject across site as shown in Figure 6.4.

As noted in Table 6.1, those scans with the low visual inspection score, therefore poor

scan quality, have been omitted from the further analysis. We can also recognize more

fluctuation of measured volumes on larger structures, such as thalamus and putamen

while it is less obvious in smaller structures such as nucleus accumben and globus

pallidus. Volume mean and standard deviation of six subcortical structures in both

hemispheres across five subjects are also summarized in Table 6.2. For a subject, the

CV of the measured volumes (CV = sd/mean%) from repeated scans at multicenter

are reported as well. In a corresponding manner to the results in Figure 6.4, the

smaller the average volume is, the more error (variation) the data presents. The over-

all variation among measured volumes were in range of 3 ∼ 10%, and the deviation

were less with structures with larger volumes.
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Figure 6.4: For Traveling Human Phantom study, five healthy subjects were scanned
at eight sites in a month and six subcortical volumes are measured by using our
proposed segmentation method. Seven scan sessions are eliminated from our analysis
due to the low quality of T1 images (Marked as (X) in Table 6.1). All the process
successfully identified six subcortical structures other than those which failed at the
visual inspection stage. Intrasubject volumetric differences, however, is observed to
some extent as we analyze and discuss later in this section.
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Table 6.2: Traveling Human Phantom Data Mean and Standard deviation (sd) mea-

sured from MRI by using our proposed approaches.

ROI TPH01 (n=6) TPH02 (n=8) TPH03 (n=6) TPH04 (n=6) TPH05 (n=7) Mean

mean (sd) mean (sd) mean (sd) mean (sd) mean (sd)

a
cc

u
m

b
en

L 238.8 (18.5) 302.8 (38.8) 349.8 (21) 342.3 (18.6) 282.9 (50.9) 303.32 (29.56)

8% 13% 6% 5% 18% 10%

R 294 (13.6) 309.4 (35.2) 342.3 (15.5) 322.8 (19.8) 300.3 (47) 313.76 (26.22)

5% 11% 5% 6% 16% 8%

ca
u

d
a
te

L 3282.5 (99.7) 3019.4 (150.9) 3741.2 (355.2) 3642.7 (120.3) 2553.3 (94.6) 3247.82 (164.14)

3% 5% 9% 3% 4% 5%

R 3414.3 (175.8) 3034.8 (124.8) 3946.5 (147.2) 3602.5 (243.9) 2645.9 (115.9) 3328.8 (161.52)

5% 4% 4% 7% 4% 5%

g
lo

b
u

s

L 1323.2 (112.5) 1350.3 (76.2) 1285.8 (112.9) 1500.5 (89.8) 1327.1 (87.6) 1357.38 (95.8)

9% 6% 9% 6% 7% 7%

R 1250.2 (58.9) 1187.1 (58.6) 1289 (65.1) 1480 (75.4) 1299 (72.1) 1301.06 (66.02)

5% 5% 5% 5% 6% 5%

h
ip

p
o
ca

m
p

u
s L 1834.5 (56.9) 1800.4 (61.8) 1421.3 (55.3) 1749.8 (55.2) 1858.9 (34.2) 1732.98 (52.68)

3% 3% 4% 3% 2% 3%

R 1794.8 (46.9) 1728 (46.6) 1390.7 (37.9) 1739 (36.3) 1959.3 (46.7) 1722.36 (42.88)

3% 3% 3% 2% 2% 3%

p
u

ta
m

en

L 4501.8 (102.3) 4741.1 (63.2) 4665.8 (101.3) 4960.8 (64.6) 5167.3 (120.8) 4807.36 (90.44)

2% 1% 2% 1% 2% 2%

R 4406.8 (135.6) 4530.5 (190) 4240.7 (108.5) 4505.3 (116.6) 4902.3 (96.8) 4517.12 (129.5)

3% 4% 3% 3% 2% 3%

th
a
la

m
u
s L 7415.3 (135.4) 7498.8 (301.1) 7719.2 (203.9) 7815.5 (319) 6867.1 (165.5) 7463.18 (224.98)

2% 4% 3% 4% 2% 3%

R 7235.2 (269.7) 7330.1 (300.6) 7527.2 (118.5) 7769.8 (312) 6904.7 (184.7) 7353.4 (237.1)

4% 4% 2% 4% 3% 3%

For five subjects, measured volumes of six subcortical structures are shown as well as CVs
of each subjects.
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The volume difference between site was formally tested by the analysis of

variance (ANOVA) as shown in Table ??. We tested if measured means across subjects

are different between eight sites:

H0 : Volume means of five subjects are same across eight different sites.

To employ ANOVA, we first confirmed that our data meet a required assumption,

homoscedasticity 1 and then tested the measure differences across site. Our statistical

test suggests that there is no significant differences between eight sites in measuring

subcortical volumes (Table ??).

Sample size is also determined based on the mean of mean volume and

standard deviation of subjects across sites reported in in Table 6.2 at the last column.

This measurement is important for designing efficient clinical and research trials.

The required sample size to detect 5% and 10% mean volume difference between two

groups are shown in Figure 6.5. We varied the range of power from 0.5 to 1.0 on each

computation. The two-sample t-test formula is used to calculate required sample sizes

along the power levels assuming balanced but unpaired with equal variance design.2

To detect 5% and 10% mean volume difference with about 0.8 power, appropriate

sample size would be 30 and 120 for nucleus accumben respectively.

1Homoscedasticity : The term is also known as homogeneity of variance in statistics

2A free software programming language and a software environment for statistical com-
puting R package ‘samplesize’ is employed for the computation. The package is available
at http://www.inside-r.org/packages/cran/samplesize/docs/n.ttest
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Figure 6.5: The estimated required sample size to detect 5% (left) and 10% (right)
volume changes for the corresponding subcortical structures: 1) Nucleus accumben
(accumben), 2) Caudate, 3) Globus Pallidum (globus), 4) Hippocampus, 5) Putamen,
and 6) Thalamus. Solid line and dashed line represents structures located in left
and right hemisphere, respectively. Mean and standard deviation of each volume is
estimated from THP data by averaging over all the subject’s mean and standard
deviation from eight sites (see the last column of Table 6.2).
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6.4.2.2 Inter- and Intra-center reliability

The inter- and intra-center reliability is evaluated by employing CVs of mea-

sured volumes. CVs for intracenter reliability is computed from a subject that ac-

quired multiple sessions with same scanner, same protocol at the same site and re-

ported for all six subcortical structures. CVs for intercenter reliability is computed

from each subjects that scanned across eight sites acquired within a month. Intra

and inter-center reliability from the CVs are shown in Figure 6.6, and clearly depicts

the better intracenter reliability than intercenter reliability. Both intercenter and in-

tracenter CVs were reasonably low (< 15%) while demonstrating better intracenter

reliability in general. In addition, association between general size of the structure

and the CV can also be observed here: the bigger size the structure is, the smaller

the CV is. For instance, nucleus accumben result in a greater intercenter variability

than intracenter variability.

6.5 Repeated-Measure Reliability

This section provides a result and analysis of repeated in-vivo MRIs to provide

a scan-rescan (test-retest) reliability. Repeated-measure reliability evaluate the stabil-

ity of measures and internal consistency of measurement instruments [85]. Specifically,

our research interest is to identify disease progression from the automated morpho-

metric analysis therefore measurement stability across disease progression is crucial.

In this respect, we have chosen the CAP score [92] of HD study [180] as an indicator

of HD disease status; the CAP group reflects the individual’s progression through the
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Figure 6.6: Both intercenter and intracenter coefficient of variation (CV ), as mea-
sures of reliability measure of intra- and inter-center, are reasonably low CV (< 15%)
while better reliability of intracenter (lower intracenter CV) than intercenter is clearly
demonstrated in this figure. CV is computed from Traveling Human Phantom (THP)
volumetric measures of six subcortical structures in both left and right hemisphere.
THP study conducted for five human subjects scanned at all eight multiple centers
in a month.
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HD disease process, from presymptomatic through manifest HD, based on CAG and

age. It is meant to encompass terms such as “disease burden” and “genetic burden”

that have been used in previous literature. CAP group is determined by the scaled

CAP score, CAPS, with two cutoff of CAPS = 0.67 (lower cutoff) and CAPS = 0.85

(upper cutoff). The formula for CAPS is as follows:

CAPS = Age0 × (CAG− 33.6600)

where Age0 represents age of the participant at the time of scan for this study (i.e.,

baseline). Details and justification about CAPS and CAP group are fully described

in [180].

Note that particular evaluation is a retrospective analysis, where the evaluation

data is handpicked from the entire PREDICT-HD data after processing completed.

The section (Section 6.5.1) describes how the evaluation data were selected in details

and Section 6.5.2) presents results and discuss the repeated-measure reliability of our

proposed method.

6.5.1 Data

From Predict-HD [127] cohort, we have identified 287 repeated scans acquired

less than a week (< 8 days), where insignificant morphological brain change is ex-

pected. All the scans are acquired for T1- and T2-weighted MRIs at the same sites

within eight days. Of 287 paired data, all four groups of interest are included: a)

control group (n = 102), b) low CAP group (n = 70), c) med CAP group (n = 71),

and d) high CAP group (n = 26).
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Again, since the identified scans for this evaluation were not intended for

the test-retest analysis at a time of data collection, and thus scanning protocols as

well as any other relative conditions may vary. In this study, we conduct analysis

assuming that this reptrospective rescanned data provides more realistic estimates

about applications to clinical trials settings of MRI collection.

Table 6.3: Scan-Rescan Reliability Test Data Demographic

Gender Control Low Med High Total

Female 73 53 64 20 210

Male 35 25 10 7 77

Total 108 78 74 27 287

Demographic of scan-rescan data for reliability assessment. n = 287 scans are identified
from the entire PREDICT-HD data that we completed the processing in 2013 for three
CAP groups (low, med, and high) and normal healthy control All the scan-rescan data that
acquired repeatedly less than 7 days (≤ 7 days).

6.5.2 Results and Discussion

The effect of clinical status, HD disease progression encoded by CAP group, on

the repeated-measure reliability is investigated and discussed. Volume correspondence

among automated measures of six subcortical structures from repeated MRI scans are

reported and discussed in Section 6.5.2.2. In addition, a formal statistical model is

tested in Section 6.5.2.3 to see the effect of the disease progression on the method
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reliability.

6.5.2.1 Intraclass correlation coefficient (ICC)

Intraclass correlation coefficient is often used in reliability studies where n

targets are rated by k judges [145]. We have utilized two ICC versions for assessing

agreement ICC(A) and consistency ICC(C):

ICC(A) =
σ2
s

σ2
s + σ2

r + σ2
e

(6.3)

ICC(C) =
σ2
s

σ2
s + σ2

e

, (6.4)

where σs is within subject standard variation that only caused by biological variation

between tests and σe represents variation caused by measurement error. For accuracy

results, the ICCs quantifies how well the automated segmentations agree with the gold

standard, for reproducibility measures the ICC(C) values quantifies the consistency

of the segmentations [80]. For test-retest data, acquired under similar condition in a

short period time, true within subject differences σs, biological brain volume changes,

should be small and the reliable method will yield the high ICC.

6.5.2.2 Volume Correspondence

Mean and standard deviation of six subcortical volumes are summarized in

Table ??. Absolute volume differences are reported in Table ?? to characterize ran-

dom error presented in the volumetric measure that may confound the meaningful

biological volumetric changes. The mean volume differences between baseline and

follow-up scans as generally quite small (< 5%) except for globus pallidus in high
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CAP group (−14.16% and −12.81% for left and right globus pallidus). Correlation

between paired scans is also generally high except for nucleus accumben and globus

pallidus. Because nucleus accumben and globus pallidus are rather small in size and

their boundaries are hard to define, it should not be surprising that less reliability

were observed than other structures. The greatest single structural volume increase

was 44.4% with nucleus accumben where as the greatest single volume decrease was

-95.3% with globus pallidus.

ICC values between baseline and follow-up scans in the scan-rescan data are

also provided in Figure 6.7, demonstrating degree of variation according to structures

of interest. ICC evaluation is also consistent to the absolute volume differences, where

low reliability for nucleus accumben and globus pallidus were observed. Note that

ICC(A) and ICC(C) are appeared to be similar each other, which supports our

claims of consistency as well.
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6.5.2.3 Sensitivity: Effect of Disease Status on

Volume Measure

Sensitivity of volume measurement against HD disease status is investigated

and discussed. The results are reported in Table 6.5 and Table 6.6 for structures

in left and right hemisphere, respectively. Only the caudate nucleus had statistical

significant relationship with high CAP group.

Sensitivity of volume measurement against clinical variable performed as one of

reliability assessments of the proposed segmentation results. From the repeated scans,

the sensitivity (or relation) of measured volume to clinical variables are investigated.

Among various independent clinical variables, we specifically interested in the effect of

degree of disease progression on the volume measurement. That is, if the scan-rescan

reliability is independent on the status of disease progression, so that the measured

results can be used to answer the research questions of interest, such as how the

volume of ROI changes or is different according to the disease status.

We conducted ANOVA analysis, as an extension of two-sample t-test for com-

parison between four groups including healthy control, low, mid, and far CAP groups.

|V oltime1 − V oltime2| = β0 + β1Age+ β2Gender + β3CAP, (6.5)

where β3 = Ilowβ(3,low) + Imidβ(3,mid) + Ihighβ(3,high) with I is indicator variable for

CAP groups. Our main interest is if there is differences between β(3,·).
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Table 6.4: Absolute volume differences on the scan-rescan (test-retest) data between
baseline (B) and follow-up (F ) volumetric measures from BRAINSCut.

ROI B.mean B.sd F.mean F.sd D.mean D.sd D.% D.ρ
accum [C] L 277.1 54 273 43.4 4.13 59.72 1.33 0.26
accum [L] L 251.8 50.3 257.1 46.7 −5.23 55.47 −1.98 0.35
accum [M] L 242.7 43.2 230.8 40.4 11.93 48.34 5.08 0.33
accum [H] L 202 38.2 216.4 56.5 −14.38 40.83 −6.95 0.69
accum [C] R 292.3 48.9 291.8 48.7 0.5 25.42 0.15 0.86
accum [L] R 267.2 41.2 270.4 40.1 −3.2 26.59 −1.35 0.79
accum [M] R 255.2 42 257.5 38.9 −2.28 23.64 −1.04 0.83
accum [H] R 214.3 39.6 224 42.7 −9.69 19.9 −4.64 0.89
caud [C] L 3,165.4 525.8 3,169 510.7 −3.57 348.75 −0.13 0.77
caud [L] L 3,081.8 472.6 3,083.9 497.5 −2.07 314.59 −0.08 0.79
caud [M] L 2,784.4 535.1 2,812.3 566.9 −27.99 347.24 −1.49 0.8
caud [H] L 2,197.1 464.7 2,083.1 471.3 114.04 402.07 5.32 0.63
caud [C] R 3,194.2 538.5 3,236.8 545.8 −42.58 384.14 −1.51 0.75
caud [L] R 3,079.9 461.3 3,113.9 471.8 −34 371.82 −1.3 0.68
caud [M] R 2,790.7 535.5 2,863.6 551.1 −72.85 300.72 −4.12 0.85
caud [H] R 2,156.7 536.5 2,056.4 540.8 100.31 319.07 4.41 0.82
glob [C] L 1,066.2 204.9 1,049.8 181.3 16.35 257.81 1.43 0.11
glob [L] L 1,010.1 153.5 974.9 172.3 35.17 199.39 4.46 0.26
glob [M] L 900.9 193.8 882.5 191 18.42 187.46 2.93 0.53
glob [H] L 614.4 159.1 683.2 169.9 −68.81 155.03 −14.16 0.56
glob [C] R 1,061.9 182.3 1,060.1 187.7 1.85 192.86 0.17 0.46
glob [L] R 993.1 178.3 967 180.6 26.14 140.53 3.33 0.69
glob [M] R 870.4 173.9 853.4 165.8 16.99 121.5 3.13 0.75
glob [H] R 592.8 132.9 650.8 142.2 −58.04 129.11 −12.81 0.56
hipp [C] L 1,683.3 196.5 1,696.2 188.9 −12.95 138.65 −0.77 0.74
hipp [L] L 1,646.5 279.3 1,634.8 287.3 11.7 139.87 0.57 0.88
hipp [M] L 1,662.5 174.7 1,687.7 201.2 −25.13 133.52 −1.78 0.76
hipp [H] L 1,556.2 204.3 1,554.4 170.5 1.73 137.44 0.1 0.75
hipp [C] R 1,601.8 223.1 1,578.9 202.8 22.9 154.99 1.38 0.74
hipp [L] R 1,542.6 266.9 1,510.1 256.6 32.43 153.13 1.72 0.83
hipp [M] R 1,571.8 198.5 1,556.7 181.1 15.06 147.06 1.13 0.7
hipp [H] R 1,444 148.8 1,481.6 152.1 −37.65 162.03 −2.61 0.42
puta [C] L 4,255.1 577.9 4,244.9 548.2 10.24 244.59 0.26 0.91
puta [L] L 3,982.7 520.6 3,983.9 515 −1.16 237.2 −0.03 0.9
puta [M] L 3,558.2 522 3,587.4 539.2 −29.25 197.51 −1.13 0.93
puta [H] L 2,841.3 560 2,814.4 530.4 26.88 185.96 1.02 0.94
puta [C] R 4,039.5 589.1 4,073.9 563.3 −34.33 204.33 −0.89 0.94
puta [L] R 3,804.1 504.3 3,777.8 534.9 26.33 252.11 0.82 0.88
puta [M] R 3,391.8 521.2 3,410.2 518.5 −18.38 153.48 −0.82 0.96
puta [H] R 2,706 543.3 2,664.7 514.1 41.23 144.23 1.69 0.96
thal [C] L 6,912.1 805.1 6,903.6 743.9 8.47 298.91 0.14 0.93
thal [L] L 6,836.5 704 6,790.3 678.3 46.23 262.09 0.57 0.93
thal [M] L 6,797.2 682.1 6,764.8 569.5 32.39 431.43 0.5 0.78
thal [H] L 6,546.2 478.4 6,642.1 656.9 −95.85 440.66 −1.4 0.74
thal [C] R 6,865.2 864.5 6,825.1 797.5 40.14 244.57 0.63 0.96
thal [L] R 6,715.7 729.5 6,685.6 699.2 30.07 238.67 0.37 0.95
thal [M] R 6,716.1 689.1 6,651.2 620.7 64.96 379.54 1.04 0.84
thal [H] R 6,547.5 589.5 6,654 825.1 −106.42 458.71 −1.6 0.84
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Figure 6.7: ICCs across CAP group stacked and demonstrates reliability variation
for each ROIs including nucleus accumben, caudate nucleus, globus pallidus, hip-
pocampus, putamen, and thalamus. Variation across CAP groups (box size varia-
tion between different grey levels on a stacked bar), however, is not noticeable from
the graph. Note that CAP group effect on automated measurement reliability were
not statistically significant except for left caudate nucleus with high CAP group at
α = 0.001 level (Table 6.5 and 6.6)
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Table 6.5: ANOVA table of automated segmentation reliability study scan-rescan
in-vivo MRI of six subcortical structures in left hemisphere.

ROI coeff. estimate std t-value P-value signif.level

(l) accumbens (Intercept) 13.536 2.158 6.27 1.46·10−9 ***
scan.age 0.005 0.042 0.11 9.13·10−1

low −0.183 1.285 −0.14 8.87·10−1

med −0.462 1.164 −0.4 6.92·10−1

high −1.082 1.614 −0.67 5.03·10−1

gender.male −0.467 1.077 −0.43 6.65·10−1

(l) caudate (Intercept) 5.962 1.397 4.27 2.75·10−5 ***
scan.age 0.017 0.027 0.64 5.20·10−1

low −0.161 0.831 −0.19 8.46·10−1

med 0.843 0.753 1.12 2.64·10−1

high 4.793 1.044 4.59 6.91·10−6 ***
gender.male 0.485 0.697 0.7 4.87·10−1

(l) globus (Intercept) 13.281 1.984 6.7 1.29·10−10 ***
scan.age 0.048 0.038 1.24 2.15·10−1

low −1.501 1.18 −1.27 2.05·10−1

med −1.185 1.07 −1.11 2.69·10−1

high 1.188 1.483 0.8 4.24·10−1

gender.male −1.313 0.99 −1.33 1.86·10−1

(l) hippocampus (Intercept) 0.461 1.082 0.43 6.70·10−1

scan.age 0.087 0.021 4.14 4.73·10−5 ***
low 1.329 0.644 2.06 4.00·10−2 .
med 0.182 0.584 0.31 7.56·10−1

high −0.396 0.809 −0.49 6.25·10−1

gender.male −0.437 0.54 −0.81 4.19·10−1

(l) putamen (Intercept) 2.382 0.779 3.06 2.47·10−3 *
scan.age 0.015 0.015 0.98 3.29·10−1

low −0.215 0.464 −0.46 6.43·10−1

med 0.239 0.42 0.57 5.70·10−1

high 0.384 0.583 0.66 5.10·10−1

gender.male 0.42 0.389 1.08 2.81·10−1

(l) thalamus (Intercept) 0.401 0.733 0.55 5.85·10−1

scan.age 0.038 0.014 2.68 7.85·10−3 .
low 0.374 0.436 0.86 3.92·10−1

med 0.251 0.395 0.63 5.26·10−1

high 0.319 0.548 0.58 5.61·10−1

gender.male −0.136 0.366 −0.37 7.11·10−1

No effect of disease progression, CAP group, on automated method’s reliability is
detected other than caudate of high group: CV = β0 +β1AGE+β2CAP +β3Gender.
Significant level is marked with [***], [**], [*], and [.] for < 0.001, < 0.01, < 0.05,
and < 0.1, respectively.
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Table 6.6: ANOVA table of automated segmentation reliability study on scan-rescan
in-vivo MRI of six subcortical structures in right hemisphere

ROI coeff. estimate std t-value P-value signif.level
(r) accumbens (Intercept) 4.937 1.295 3.81 1.71·10−4 ***

scan.age −0.001 0.025 −0.06 9.56·10−1

low 0.853 0.771 1.11 2.69·10−1

med 0.509 0.698 0.73 4.66·10−1

high 1.125 0.968 1.16 2.46·10−1

gender.male −0.341 0.646 −0.53 5.98·10−1

(r) caudate (Intercept) 8.373 1.432 5.85 1.48·10−8 ***
scan.age −0.031 0.028 −1.1 2.71·10−1

low −0.164 0.852 −0.19 8.48·10−1

med −0.212 0.772 −0.27 7.84·10−1

high 2.804 1.071 2.62 9.35·10−3 **
gender.male 0.67 0.715 0.94 3.49·10−1

(r) globus (Intercept) 10.886 1.849 5.89 1.19·10−8 ***
scan.age −0.014 0.036 −0.39 6.94·10−1

low −1.973 1.1 −1.79 7.41·10−2 .
med −1.82 0.997 −1.83 6.91·10−2 .
high 4.118 1.383 2.98 3.16·10−3 *

gender.male 0.586 0.923 0.63 5.26·10−1

(r) hippocampus (Intercept) 5.663 1.198 4.73 3.71·10−6 ***
scan.age 0.021 0.023 0.89 3.74·10−1

low 0.44 0.713 0.62 5.38·10−1

med −0.758 0.646 −1.17 2.42·10−1

high 0.703 0.896 0.78 4.33·10−1

gender.male −1.946 0.598 −3.26 1.28·10−3 **

(r) putamen (Intercept) 1.881 0.81 2.32 2.09·10−2 *
scan.age 0.007 0.016 0.46 6.48·10−1

low 0.575 0.482 1.19 2.34·10−1

med 0.165 0.437 0.38 7.06·10−1

high 0.866 0.605 1.43 1.54·10−1

gender.male 1.335 0.404 3.3 1.09·10−3 *

(r) thalamus (Intercept) 0.237 0.656 0.36 7.18·10−1

scan.age 0.036 0.013 2.85 4.69·10−3 **
low 0.479 0.391 1.23 2.21·10−1

med 0.362 0.354 1.02 3.08·10−1

high 0.536 0.491 1.09 2.76·10−1

gender.male −0.206 0.328 −0.63 5.31·10−1

No significant effect of disease progression, represented with CAG-Age Product (CAP)
group, on automated method’s reliability is detected at the level 0.001: CV = β0+β1AGE+
β2CAP + β3Gender. Significant level of p-value is marked with [***], [**], [*], and [.] for
< 0.001, < 0.01, < 0.05, and < 0.1, respectively.
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6.6 Real World Data Application

We also evaluated BRAINSCut ability to process a wide range of data by ap-

plying one of large-scale multicenter data, MR data collected from PREDICT-HD

study [127], to drive six subcortical structures. The software robustness and segmen-

tation quality were quantified with a success ratio through out the visual inspection.

The completion ratio of the software, the proportion of scans that completed without

error, was small on PREDICT-HD [127] data. The quality of derived subcortical

structures is visually rated according to the provided guideline 3 and results, in terms

of these three level grading, are shown in Table 6.7. The segmentation quality rated

at poor level was substantially small in number (< 6%) across over 3000 scan sessions.

Samples of each rated as poor, reasonable, and good quality of segmentation results

are also shown in Figure 6.8 as well as Appendix FigureA.8, A.9, and A.10 with more

details.

BRAINSCut result was competitive with the most commonly used software,

FreeSurfer. Examples of BRAINSCut and FreeSurfer segmentation of six subcortical

structures 6.9 indicated the similarity between the results between the two methods.

3Derived six subcortical structures from BRAINSCut are rated by three independent
experts for their qualities. The rating is based on three levels: 0=poor, 1=reasonable, and
2=good. Poor, reasonable, good quality segmentation indicates usable with edits required,
sufficient quality but would benefit from small edit, and perfect as is, respectively, for further
quantitative analysis.
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Figure 6.8: Subcortical segmentation examples from BRAINSCut. From top to bot-

tom, images of each row corresponds to be rated as ‘poor’, ‘reasonable’, and ‘good’

via the visual inspection.
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Figure 6.9: Contrasted segmentation results between FreeSurfer (bottom row) and
the proposed method, BRAINSCut (upper row), to assess validity of segmentation
results in terms of MRI-driven shape. From the left to right column, segmentations
are presented in axial, coronal, and sagittal view. Obvious differences between two
methods are marked with red, blue, green, and yellow boxes for right and left puta-
men, thalamus, and hippocampus, respectively. It is particularly noticeable that the
delineation of putamen (red and blue boxes) is well over the actual physiological defi-
nition and inclusive to the claustrum (See the Appendix Figure A.1 for the claustrum)
The FreeSurfer often segments volumes of subcortical structures over-inclusively, that
may degrades the quality of consequence analysis, such as longitudinal shape changes
or precise volumetric change access along the disease progression.
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6.7 Summary and Conclusion

Quality of the segmentation results were evaluated in two steps. First valida-

tion was provided with the high correspondence measure to gold standards from man-

ual segmentations, including relative overlap (RO), Hausdorff distance (HD), ICCs,

and other measures that we provided from the cross-validation experiments. 10-fold

cross-validation provides correspondences from hold-out, and so unseen data, validity

of segmentation results were tested. The second part of validity assessments was the

visual inspection phase. All the processed segmentation results are visually inspected

by human experts and rated as excellent/good/bad. The visual inspection results

showed that less than 10% failure ratio over the 3000 scans. Good reliability of the

segmentation framework for six subcortical structures was evaluated two data sets:

1) THP and 2) repeated scans of same subject within a week. While THP data set

provided degrees of intra- and inter-center reliability, repeated scans demonstrated

stability of the measurement between two time points, where negligible biological

change is expected. In addition, we also tested effect of disease progression on the

measurement stability by using same data set. Controlling for age and gender, we

investigated if there exists any group effects based on CAP score, a degree of disease

progression of HD, on the scan-rescan reliability.
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CHAPTER 7
CONCLUSION AND FUTURE WORK

This paper describes a segmentation framework to delineate the brain sub-

cortical structures consistently from large-scale multicenter MR data set. Excellent

robustness and validity of BRAINSCut are achieved by employing multiple safety

devices that are described through out five chapters:

1. An improved bias-correction algorithm through out iterative process between

bias-correction, registration, and tissue classification (Chapter 2),

2. An proper choice of machine algorithm (Chapter 3), a region specific normal-

ization (Chapter 4), and a custom set of feature-enhanced images (Chapter 5),

and

3. A series of validation study that occurs repeatedly together with the software

development to make sure the robustness and reliability (Chapter 6).

We underlined promising results that were obtained from the previous investi-

gation on the segmentation framework in Chapter 1, which is based on the machine-

learning techniques. The segmentation framework constructed upon ANN resulted

in very high segmentation correspondence to manual traces by using multi-modal

MRIs. The segmentation framework trained on only 24 data was successfully applied

on hundreds of data that covers a wide variety of brain morphologies from healthy

normal control to pre-HD patients. The plausibility of results leads us to investigate

machine-learning based segmentation framework for large-scale multicenter MR data.
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Chapter 2 empirically showed the enhanced bias-correction algorithm im-

proved the segmentation accuracy. The segmentation accuracy was obviously im-

proved when it measured in the correspondence to the manual traces in terms of ICC.

This bias-corrected MRI image is the product of the iterative optimization framework

between bias-correction, registration, and tissue classification, that has been enhanced

its tissue classification performance and robustness against large-scale data set. The

improvement of iterative bias-correction algorithm was shown via two data set: 1)

the improved tissue classification accuracy from the simulated MRI data, BrainWeb,

experiment with a provided ground truth, and 2) a higher success rate with visual

inspection by human experts on the in-vivo application. The robust pre-processing,

bias-correction step, benefits the automated segmentation framework.

A random forest algorithm achieved the best segmentation accuracy among 12

variations of machine-learning algorithm as described in Chapter 3. The experimental

result suggested that the superiority of the random forest algorithm in terms of ac-

curacy and generalizability. Through out the subject-basis 10-cross validation study,

the best segmentation accuracy achieved with the random forest algorithm for all six

subcortical structures. The experiment also confirms the generalizability of the ran-

dom forest while ANNs over-fitting issue was observed. The random forest algorithm

was integrated into the segmentation framework for large-scale data processing.

An investigation of the region-specific normalization occurred in Chapter 4.

This normalization approach has upgraded the subcortical segmentation accuracy

with statistical significance. 11 variations of intensity normalization functions were
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plugged into the regions-specific normalization framework and result showed the ben-

efits of each normalization functions. Two normalization functions are selected for

the final segmentation framework based on their statistical significance: a linear

(min/max) and an IQR-based transformation function. IQR-based function was pre-

ferred by all the structures but caudate nucleus. The relative spatial location of

caudate nucleus, which is the only structure that adjacent to CSF, favored the linear

(min/max) normalization function.

A feature image, a summed image of gradient magnitude of T1- and T2-

weighted images (ISG), showed the best improvement for the subcortical segmentation

in Chapter 5. Two groups of feature-enhanced images, total of eight feature-enhanced

images are hierarchically investigated and the series of experiments favored ISG. Fea-

ture forward selection method was adapted in the hierarchical investigation of eight

feature-enhanced images and each comparative experiment performed a 10-fold cross

validation. The superiority of ISG was confirmed through out a set of experiments

and finalized our custom feature set {ISG, IT1, IT2} (or {IGM(T1), IT1} for uni-modal

scan).

Finally, in Chapter 6 the segmentation framework displayed an excellent relia-

bility against a wide range of disease status, a high success ratio, and a great validity

form the visual inspection. The result was visually compatible to the state of art in

the field, FreeSurfer. The validation is done via two sets of in-vivo MRI data: 1)

THP for the multicenter reliability, and 2) the MRI data from the PREDICT-HD

study for repeated measure reliability. Both reliability studies presented no statisti-
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cally significant evidence of measurement differences either between centers or disease

status.

The lack of robust automated segmentation methods results in tedious man-

ual labor. The reduction in operator time (6-10 hours to 5-10 minutes) makes it

practical to consider the integration of computerized segmentation into a large-scale

clinical data analysis. The result of this paper suggests that the automated segmen-

tation framework, based on machine-learning techniques, operates robustly on the

large-scale multicenter MR data. This dissertation described a collaborative effort

that incorporating multiple medical engineering techniques. The robustness, which

is essential in the design of efficient clinical trials, is accomplished via these carefully

engineered safety devices.

Limited comparative studies to other available tools in the field were per-

formed. A comprehensive comparative study among available segmentation tools in

the field is required to ensure which approach is the best suite for a specific research

setting. Label-fusion/propagation-based segmentation method is one of emerging ap-

proach in recent years [140, 75, 96, 170, 169, 179, 29, 68, 57, 111]. A extensive study

between those available and promising techniques will guide us in new segmenta-

tion improvements. Future studies can examine the possibility that Machine-learning

based segmentation on whole brain segmentation ([81, 140]). Whole brain segmen-

tation can benefits the accuracy by explicitly penalizing the possibility of mismatch

between structures of interest and background tissues.
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APPENDIX

A.1 Notation

Table A.1: Notation used in this report

Data notation

Image I

Voxel Location i ∈ {1, · · · , n}

Feature Vector fi ∈ F

Output Vector yi ∈ N

Sample data Sns for finit number ns

Population Data X

Model M

True prediction error e

Apparent error ea

A.2 Backpropagation Algorithm Derivation

For the target output ti and the node output oi for each node i, ANN’s back-

propagation algorithm tries to minimize error for the entire net:

E =
∑
i

Ei,

where Ei is the error at each node at i:

Ei =
1

2
(ti − oi)2.
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The node output oi depends on its connected input node and weight:

oi = sigmoid(neti) = sigmoid(
∑
j

wijoi),

where wij is a weight from node i to j. Then, ANN’s learning is to reduce E by

adjusting weights of wij:

∆wij ∝ −
∂E

∂wij
(1)

∝ −∂E
oi
· oi
∂wij

(2)

∝ − ∂

∂oi

(
1

2

∑
k

(tk − ok)2

)
· ∂

∂wij
sigmoid(neti) (3)

∝ (ti − oi)oi(1− oi) (4)

= ηδioi. (5)

η is a learning rate, which is a fixed constant for the entire net.

A.3 Random Forest: Generalizability

The proof is from [20]. Let X be a data space, Y a set of classes, and (X,Y)

the space of correct pairings of data points with class. Let Θ be the distribution

that directs the randomization of individual tree classifiers hθ in the forest. Define a

function ĵ({x, y}) which outputs the class receiving the highest proportion of votes,

other than the correct class y, when x is classified by the random forest. That is,

ĵ({x, y}) = argmaxj 6=yPΘ(hθ(x) = j).

Then the margin function of the random forest for a point x,y is

mr({x, y}) = PΘ(hθ(x) = y)− PΘ(hθ(x) = ĵ({x, y})),
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the extent to which the forest prefers (or fail to prefer) the correct classification for

x over the closest competing classification. Since the margin function of a point the

forest gets right will be negative, the generalization error PE∗ is

PE∗ = P(X,Y )(mr({x, y} < 0).

A reasonable measure of the strength s of the forest is

s = E(X,Y )[mr({x, y})].

Assuming that s is non-negative (a safe assumption - if s is negative the random forest

could be beaten by a coin flip and is not worth studying), Chebyshev’s inequality

allows us to bound the generalization error:

PE∗ = P(X,Y )(mr({x, y}) < 0)
≤ P(X,Y )(|mr({x, y})− s| ≥ s)

≤
var(X,Y )(mr({x, y})

s2
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A.4 Additional Tables and Figures

Figure A.1: Claustrum, an adjacent structure to putamen, that is often misclassifed
to putamen from an automated segmentation method. The picture is from http:

//en.wikipedia.org/wiki/File:Gray_718-emphasizing-claustrum.png
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Figure A.3: Comparing Seven Combinations of Candidate Feature Set without No
Normalization Applied ICC(A) (solid circle) and ICC(C) (empty circle) dot graph is
shown for seven combinations of the most promising feature-enhanced images without
normalization (None). All six structures are tested and plotted with different colors.
ICC’s lower bound suggested by Shrout [145] also presented as a red line. Seven
combinations marked on the left-hand side are ranked by its average performance
over six structures from the top. That is, ‘01 SG’ and ‘02. SG Std’ presented top
three best average performance over six structures based on ICCs. Also note that
this particular plot, which used no intensity normalization, is more spread out than
other experiments that employed a normalization. In other words, without nor-
malization, the segmentation performance is more sensitvie to the choice
of the feature set. Also note that the T2-weighted image together with standard
deviation (std) lowered the performance compared to the one that used T1-weighted
image only (T1 Only)
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Figure A.4: Comparing Seven Combinations of Candidate Feature Set Linear
(min/max) Normalization Applied . ICC(A) (solid circle) and ICC(C) (empty circle)
dot graph is shown for seven combinations of the most promising feature-enhanced
images without normalization (None). All six structures are tested and plotted with
different colors. ICC’s lower bound suggested by Shrout [145] also presented as a
red line. Seven combinations marked on the left-hand side are ranked by its average
performance over six structures from the top. That is, ‘01 SG’ and ‘02. SG Std’
presented top three best average performance over six structures based on ICCs.
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Figure A.5: Comparing Seven Combinations of Candidate Feature Set IQR-based
Normalization Applied . ICC(A) (solid circle) and ICC(C) (empty circle) dot graph
is shown for seven combinations of the most promising feature-enhanced images with-
out normalization (None). All six structures are tested and plotted with different col-
ors. ICC’s lower bound suggested by Shrout [145] also presented as a red line. Seven
combinations marked on the left-hand side are ranked by its average performance
over six structures from the top. That is, ‘01 SG’ and ‘02. T2 SG Std’ presented
top three best average performance over six structures based on ICCs.
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Figure A.6: Comparing Seven Combinations of Candidate Feature Set IQR-based
Normalization Applied . ICC(A) (solid circle) and ICC(C) (empty circle) dot graph
is shown for seven combinations of the most promising feature-enhanced images with-
out normalization (None). All six structures are tested and plotted with different col-
ors. ICC’s lower bound suggested by Shrout [145] also presented as a red line. Seven
combinations marked on the left-hand side are ranked by its average performance
over six structures from the top. That is, ‘01 T2 SG Std’ and ‘02. SG’ presented
top three best average performance over six structures based on ICCs.
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Figure A.8: A Good Subcortical segmentation examples from BRAINSCut. From the
top left, raw 1: 3D volume rendered subcortical structure, a quality control scores
for each raw scans, raw 2: a raw MRI examples scored above 5 (green) and under
5 (unusable, red) for the BAW processing, and raw 3: BRAINSCut results of six
subcortical structures.
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Figure A.9: A Bad Subcortical segmentation examples from BRAINSCut. From the
top left, raw 1: 3D volume rendered subcortical structure, a quality control scores
for each raw scans, raw 2: a raw MRI examples scored above 5 (green) and under
5 (unusable, red) for the BAW processing, and raw 3: BRAINSCut results of six
subcortical structures.
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Figure A.10: A Reasonable Subcortical segmentation examples from BRAINSCut.
From the top left, raw 1: 3D volume rendered subcortical structure, a quality control
scores for each raw scans, raw 2: a raw MRI examples scored above 5 (green) and
under 5 (unusable, red) for the BAW processing, and raw 3: BRAINSCut results
of six subcortical structures.



www.manaraa.com

209

0 2 4 6 8

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

years from baseline study

co
rr

el
at

io
n 

be
tw

ee
n 

ba
se

lin
e 

an
d 

fo
llo

w
−

up

Correlation between Repeated Measures (l)

(N)=Number of subjects

●

●

●

●

●

●

● ●

●

(1312) (67) (727) (109) (450) (109) (210) (99) (119)
●

●

●
●

●
● ●

●

●

●

● ●

●

●
● ●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●
●

●
●

●

●

●

●

●

●

●

●

accumbens
caudate
globus
thalamus
hippocampus
putamen

0 2 4 6 8

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

years from baseline study

co
rr

el
at

io
n 

be
tw

ee
n 

ba
se

lin
e 

an
d 

fo
llo

w
−

up

Correlation between Repeated Measures (r)

(N)=Number of subjects

●

● ●
●

●

●

●
●

●

(1312) (67) (727) (109) (450) (109) (210) (99) (119)
●

●

●

●

● ●
●

●

●

●

● ●

●
● ●

●
●

●

●

●

●
● ●

●

●
●

●

●

● ●

●

●

●

●

●

●

●
●

●
● ●

● ● ●

●

●

●

●

●

●

●

accumbens
caudate
globus
thalamus
hippocampus
putamen
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right (bottom) structures. Dicrease in correlation for farther time periods is very
natural phenomena in longitudinal data
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